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Abstract. We study a class of nonautonomous, linear, parabolic equations
with unbounded coefficients on Rd which admit an evolution system of mea-

sures. It is shown that the solutions of these equations converge to constant

functions as t → +∞. We further establish the uniqueness of the tight evolu-
tion system of measures and treat the case of converging coefficients.

1. Introduction

In this paper we investigate the asymptotic behaviour of a class of nonau-
tonomous parabolic partial differential equations of second order in Rd with un-
bounded coefficients. We establish that the solutions converge to constant func-
tions as the time t tends to +∞. These limits exist both locally uniformly and
in Lp spaces with respect to a time-varying family of (invariant) measures. Such
convergence results have been known before only for special cases, where different
more specific methods could be employed, see [2, 11, 18, 24].

The analysis of nondegenerate elliptic operators with unbounded coefficients goes
back to the second half of last century with the pioneering papers by Aronson and
Besala [4, 5], Bodanko [6], Feller [14] and Krzyżański [20, 21]. The interest of
the mathematical community has grown considerably since the nineties because
of the many applications to stochastic analysis, where they appear naturally as
Kolmogorov operators of stochastic partial differential equations, to mathematical
finance and also to physics (see e.g. [15]). Starting from the analysis of autonomous
Ornstein–Uhlenbeck equations in [10], elliptic operators with unbounded coefficients
and the associated Cauchy problems have been studied both in the space Cb of
bounded continuous functions and in Lp spaces on Rd and on unbounded domains.
In the present paper, we focus on Rd for simplicity.

It turned out that the usual Lp spaces with respect to the Lebesgue measure are
not appropriate for these investigations. For instance, no realization of the operator
Au = u′′−x|x|εu′ in one spatial dimension generates a C0–semigroup in Lp(R) if ε is
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positive (see [27]). This example indicates that one needs rather restrictive growth
conditions to develop a theory for elliptic operators with unbounded coefficients in
Lp(Rd). The picture changes drastically if the semigroup T (·) associated to the
elliptic operator A = Tr(QD2) + 〈b,∇〉 on Cb(Rd) admits an invariant measure µ
and if one works in the spaces Lp(Rd, µ). A probability measure µ is called invariant
if ∫

Rd
T (t)f dµ =

∫
Rd
f dµ

for all f ∈ Cb(Rd) and t ≥ 0. An invariant measure exists if A admits a so-called
Lyapunov function, see Hypothesis 2.1(iii) below, which is satisfied by large classes
of (possibly rapidly growing) coefficients. We stress that T (·) may not admit an
invariant measure; but if an invariant measure exists, it is unique in our setting.
We refer to e.g. [23, 26] for details on the autonomous case.

If T (·) admits an invariant measure, it can be extended to a strongly continuous
semigroup on Lp(Rd, µ) for each p ∈ [1,+∞). The invariant measure µ also plays
an important role in the analysis of the long-time behaviour of the semigroup T (·).
More precisely, under suitable assumptions the function T (t)f tends, as t→ +∞, to
the average of f with respect to µ in Lp(Rd, µ) if f ∈ Lp(Rd, µ), and the convergence
is locally uniform in Rd if f ∈ Cb(Rd), cf. [13].

In this paper we treat the nonautonomous case on time t ≥ 0, whereA is replaced
by the elliptic operators A(t), t ≥ 0, defined on smooth functions ϕ : Rd → R by

(1.1) A(t)ϕ =

d∑
i,j=1

qij(t, ·)Dijϕ+

d∑
i=1

bi(t, ·)Diϕ = Tr(Q(t, ·)D2
xϕ) + 〈b(t, ·),∇xϕ〉,

under suitable conditions on its coefficients (see Hypotheses 2.1). The semigroup
T (·) of the autonomous case is now replaced by an evolution operator {G(t, s) : t ≥
s ≥ 0} in Cb(Rd). Its existence and its main properties have been established in [11]
for nonautonomous Ornstein–Uhlenbeck operators and in [22] for the general case.
For f ∈ Cb(Rd) and s ≥ 0, the function G(·, s)f is defined as the unique solution u
in Cb([s,+∞) × Rd) ∩ C1,2((s,+∞) × Rd) of the parabolic equation Dtu = A(t)u
on (s,+∞)× Rd satisfying u(s, ·) = f in Rd.

Similarly, the concept of invariant measure is replaced by the concept of evolution
systems of measures (as referred to in [12]). Such a system is a one-parameter family
of probability measures {µt : t ≥ 0} satisfying

(1.2)

∫
Rd
G(t, s)f dµt =

∫
Rd
f dµs

for all f ∈ Cb(Rd) and t ≥ s ≥ 0. As in the autonomous case, Lyapunov functions
provide a convenient sufficient condition for the existence of an evolution system of
measures, see Hypothesis 2.1(iii). Under such assumption, the proof of Theorem 5.4
of [22] even implies the existence of a tight evolution system of measures; i.e., for
every ε > 0 there exists a radius R > 0 such that µt(BR) ≥ 1 − ε for all t ≥ 0.
In [17] it was shown that nonautonomous Ornstein–Uhlenbeck evolution operators
admit infinitely many evolution systems of measures under reasonable assumptions.
One can however derive uniqueness within certain classes of evolution systems, see
[2, 17, 24] for such results in various cases.

If the evolution operator G(t, s) admits an evolution system of measures, then
it can be extended to a contraction evolution operator from Lp(Rd, µs) to Lp(Rd, µt)



STRONG CONVERGENCE OF SOLUTIONS TO KOLMOGOROV EQUATIONS 3

for every t ≥ s ≥ 0, Indeed, Proposition 2.4(i) implies that |G(t, s)f |p ≤ G(t, s)(|f |p)
for all f ∈ Cb(Rd) and t ≥ s ≥ 0. Integrating this inequality with respect to µt, we
obtain

(1.3) ‖G(t, s)f‖p
Lp(Rd,µt) ≤

∫
Rd
G(t, s)(|f |p)dµt =

∫
Rd
|f |pdµs = ‖f‖p

Lp(Rd,µs),

for all t > s ≥ 0 and p ∈ [1,+∞). Each measure µr is equivalent to the Lebesgue
measure λ since it has a positive density ρ(r, ·) with respect to λ by results in
Corollary 3.9 of [7]. But the spaces Lp(Rd, µt) and Lp(Rd, µs) differ in general
for t 6= s. This fact causes several difficulties in the analysis and, in particular,
the standard theory of evolution operators (e.g. in [8]) can not be applied to the
evolution operator in the Lp spaces for µt. As in [2, 17, 18, 24, 25], we will use the
evolution semigroup T (·) associated with G(t, s), which is defined by

(1.4) (T (t)h)(s, x) = (G(s, s− t)h(s− t, ·))(x), (s, x) ∈ R1+d,

for t ≥ 0 and h ∈ Cb(R1+d). Here we extend the given coefficients constantly
to t < 0 to obtain an evolution operator G(t, s) for t ≥ s on R, as explained in
Remark 2.3.

In the papers [2, 18, 24] for several special cases it was established that G(t, s)f
converges to the average ms(f) :=

∫
Rd fdµs as t → +∞. For bounded diffu-

sion coefficients and time-periodic coefficients, Corollary 3.8 of [24] shows that
‖G(t, s)f−ms(f)‖Lp(Rd,µt) tends to 0 as t→ +∞ for f ∈ Lp(Rd, µs) and s ∈ R. The
proof of this result relies on the fact that one can employ the evolution semigroup
on the compact time interval [0, T ], for the period T .

The non-periodic case was addressed in [2], but only for diffusion coefficients
qij which are constant in the spatial variables and under an additional strict dis-
sipativity assumption on the drift term (namely that r0 < 0 in Hypothesis 2.1(iv)
below). These extra conditions yield the exponentially decaying gradient estimate
|(∇xG(t, s)f)(x)| ≤ cer0(t−s)(G(t, s)|∇f |)(x) for all t > s, x ∈ Rd and f ∈ C1

b (Rd).
This decay property is crucial for the proofs in [2]. In turn, it implies the cyclic con-
dition Diqjk+Djqki+Dkqij = 0 in R×Rd for all i, j, k ∈ {1, . . . , d} by Theorem 3.1
in [1], which explains the restriction to space independent diffusion coefficients qij
in [2]. On the other hand, Corollary 5.4 of [2] even establishes the exponential
decay of ‖G(t, s)f −ms(f)‖Lp(Rd,µt) with rate er0t (recall that r0 < 0). To the best
of our knowledge, this is the only available result on the long-time behaviour of the
function ‖G(t, s)f −ms(f)‖Lp(Rd,µt) for non-periodic coefficients (besides [18] for
the special case of Ornstein–Uhlenbeck operators).

For non-periodic coefficients, our main result Theorem 3.2 shows that ‖G(t, s)f−
ms(f)‖Lp(Rd,µt) tends to 0 as t→ +∞ if f ∈ Lp(Rd, µs) and that G(t, s)f converges

to ms(f) locally uniformly if f ∈ C(Rd) vanishes at infinity, where s ≥ 0 and
p ∈ [1,+∞). This theorem then implies the uniqueness of tight evolution systems of
measures. Compared to [2], we allow for space dependent and possibly unbounded
diffusion coefficients and we do not need the strict dissipativity assumption r0 < 0
in Hypothesis 2.1(iv). To use certain estimates on Green’s functions, we require
additional bounds on the coefficients which are global in time but only local in
space, see Hypothesis 2.1(i).
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As in [18, 24], our approach relies on the decay to 0 of |∇xT (t)h| as t→ +∞ in
Lp(R1+d, ν) for all h ∈ Lp(R1+d, ν), where ν is defined by

(1.5) ν(A×B) =

∫
A

µs(B)ds,

on the product of a Borel set A ⊂ R and a Borel set B ⊂ Rd, and canonically
extended to the σ-algebra of all the Borel sets of R1+d, see Proposition 2.6. This
decay is proved by means of a “carré du champs” type inequality for the generator
of T (·), which we recall in Proposition 2.4. To exploit the decay in Lp(R1+d, ν),
we need lower bounds on the density of µt which are local in space, but uniform in
time. We show such estimates in Lemma 3.1 using known lower bounds of Green’s
functions solving the Dirichlet problem on balls, [3]. Still it is rather delicate to
pass from the strong convergence of ∇xT (t) in Lp(R1+d, ν)d to that of G(t, s) in
the proof of Theorem 3.2.

As we have already noticed, the spaces Lp(Rd, µt) differ from each other. If the
coefficients of the operatorsA(t) converge as t→ +∞, we establish that the solution
G(t, s)f tends to the mean ms(f) as t → +∞ in Lp(Rd, µ∞) for all f ∈ Cb(Rd)
(which is dense in Lp(Rd, µs)), s ≥ 0 and p ∈ [1,+∞), see Theorem 4.4. Here µ∞
is the invariant measure of the semigroup associated to the limiting autonomous
operatorA∞. The main step in the proof is the convergence result of Proposition 4.3
for the densities of the invariant measures, where we use the regularity properties
of these densities proved in [7]. In Section 5 we exhibit a class of operators that
satisfy all our assumptions.

Notation. We consider the usual spaces Ck+α(Ω) when Ω is an open set or the
closure of an open set, k ∈ N ∪ {0} and α ∈ [0, 1). We use the subscript “b”
(resp., “c”) for the subspaces of the above spaces consisting of functions which are
bounded together with all their derivatives up to the order k(resp., are compactly
supported). We also consider the spaces C1,2(J × Ω) and Ck+α/2,2k+α(J × Ω) for
an interval J , and use the subscripts “b” and “c” with the same meaning as above.
For α ∈ (0, 1) the subscript “loc” means that the derivatives of order k are α-Hölder
continuous in each compact set contained in Ω or J × Rd.

For a Borel measure µ on Ω and p ∈ [1,+∞), we denote by Lp(Ω, µ) the usual
Lebesgue space (omitting µ if it is the Lebesgue measure). For an open set Ω ⊂ Rd
and k ∈ N, the standard Sobolev space with respect to the Lebesgue measure is
denoted by W k,p(Ω). Similarly, W 1,2

p (J × Ω) is the usual parabolic Sobolev space
with respect to the Lebesgue measure for an interval J .

Given a family of measures {µt : t ≥ 0}, we denote by mt(f) the average of the
function f with respect to the measure µt. Finally, BR designates the open ball
centered at 0 with radius R and R+ := [0,+∞).

2. Assumptions and background material

Throughout this paper, we assume the following conditions on the operator A
in (1.1):

Hypotheses 2.1. (i) For some α ∈ (0, 1) and every i, j ∈ {1, . . . , d} qij, bi
belong to C

α/2,1+α
loc (R+ × Rd). Moreover, qij ∈ Cb(R+ × BR) and Dkqij , bj ∈

Cb(R+;Lp(BR)) for all i, j, k ∈ {1, . . . , d}, all R > 0 and some p > d+ 2.
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(ii) The matrix Q(t, x) is symmetric and 〈Q(t, x)ξ, ξ〉 ≥ η(t, x)|ξ|2 for all t ≥ 0,
x, ξ ∈ Rd and a function η : R+ × Rd → R with infR+×Rd η =: η0 > 0.

(iii) There exist a function 0 < V ∈ C2(Rd) and constants a ≥ 0, κ > 0 such
that V (x) tends to +∞ as |x| → +∞ and (A(t)V )(x) ≤ a − κV (x) for all
(t, x) ∈ R+ × Rd.

(iv) There exist constants c0 ≥ 0 and r0 ∈ R such that |∇xQ(t, x)| ≤ c0η(t, x) and
〈∇xb(t, x)ξ, ξ〉 ≤ r0 |ξ|2 for all t ≥ 0 and x, ξ ∈ Rd.

(v) There exists a constant c > 0 such that either |Q(t, x)| ≤ c(1 + |x|)V (x) and
〈b(t, x), x〉 ≤ c(1 + |x|2)V (x) for all (t, x) ∈ R+ × Rd, or |Q(t, x)| ≤ c for all
(t, x) ∈ R+ × Rd.

Except for the second part in (i), assumptions (i)–(iii) are needed to construct
the evolution operator and the evolution system of measures {µt : t ≥ 0}. Condition
(iv) leads to the gradient estimate (2.2). The second part of (i) is needed to obtain
uniform lower bounds of the density of the measures, see Lemma 3.1. On the last
condition we comment in Remark 2.5.

In the next proposition we collect several basic properties of the evolution oper-
ator G(t, s).

Proposition 2.2. The following properties are satisfied.

(i) Let D = {(t, s, x, y) ∈ R+×R+×Rd×Rd : t > s}. Then there exists a Green’s
function g : D → (0,+∞) such that

(2.1) G(t, s)f =

∫
Rd
g(t, s, ·, y)f(y) dy

in Rd for f ∈ Cb(Rd) and t > s ≥ 0. For every t > s ≥ 0 and x ∈ Rd,
the function g(t, s, x, ·) belongs to L1(Rd) and ‖g(t, s, x, ·)‖L1(Rd) = 1. Each

operator G(t, s) is a contraction on Cb(Rd) and G(t, s)1 = 1.
(ii) For every f ∈ Cc(Rd) and t > 0, the function s 7→ G(t, s)f is continuous

from [0, t] to Cb(Rd). If f ∈ C2
c (Rd), then for every (t, x) ∈ (0,+∞) ×

Rd the function (G(t, ·)f)(x) is differentiable in [0, t] and (DsG(t, s)f)(x) =
−(G(t, s)A(s)f)(x).

(iii) There exists a constant C1 > 0 such that for all p ≥ 2 and s ∈ R+

|∇xG(s+ t, s)f |p ≤ Cp1 (t−p/2 ∨ 1)G(s+ t, s)(|f |p), t > 0, f ∈ Cb(Rd).(2.2)

Proof. Statement (i) and (ii) come from Proposition 2.4 (and its proof) and Lemma
3.1 of [22]. Also statement (iii) is a consequence of the results in [22] although it
was not explicitly stated there. To prove it, for every n ∈ N and s ≥ 0 we denote
by un the unique classical solution to Cauchy-Neumann problem

Dtun(t, x) = A(t)un(t, x), (t, x) ∈ (s,+∞)×Bn,
Dνun(t, x) = 0, (t, x) ∈ (s,+∞)× ∂Bn,

un(s, t) = f(x), x ∈ Bn.

Let wn solve the same boundary value problem with initial condition wn(s, ·) = f2.
In the proof of Theorem 4.1 of [22] it is shown that the function

(t, x) 7→ zn(t, x) = (un(t, x))2 + C−21 (t− s)|∇xun(t, x)|2

satisfies the inequality Dtzn−Azn ≤ 0 in (s, s+1]×Bn, Dνzn ≤ 0 on (s, s+1]×∂Bn
and zn(s, ·) = f2 in Bn for each n ∈ N. The constant C1 only depends on η0, d,
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c0 and r0 from Hypothesis 2.1. The classical maximum principle now implies that
zn ≤ wn in (s, s+ 1]×Bn.

By Remark 2.3 of [22], the functions un and wn converge toG(·, s)f andG(·, s)f2,
respectively, in C1,2((s, s + R) × BR) for every R > 0. Taking the limit as n →
+∞, the inequality zn ≤ wn thus yields formula (2.2) with p = 2 for all s ≥
0 and t ∈ (0, 1]. Let p > 2. Using (2.2) with p = 2, Hölder’s inequality and
‖g(t, s, x, ·)‖L1(Rd) = 1 from (i), we derive

|∇xG(s+ t, s)f |p = (|∇xG(s+ t, s)f |2)p/2 ≤ (C2
1 t
−1G(s+ t, s)(|f |2))p/2

≤ Cp1 t−p/2G(s+ t, s)(|f |p)

for all s ≥ 0, t ∈ (0, 1] and f ∈ Cb(Rd). To extend this estimate to t > 1, one
finally uses the evolution law and splits ∇xG(s+ t, s) = ∇xG(s+ t, s+ t− 1)G(s+
t− 1, s)f . �

Remark 2.3. Setting A(t) := A(0) for t < 0, we extend the coefficients qij and bi
to t ∈ R in such a way that Hypotheses 2.1 hold with R+ replaced by R. Hence,
Proposition 2.2 is valid on R instead of R+, and for t ∈ R and (−∞, t] instead of
[0, t] in part (ii). The extended evolution operator is also denoted by G(t, s), for
t ≥ s in R. Moreover, we set µs := G(0, s)∗µ0 for s < 0, where G(0, s)∗ is the
adjoint of the operator G(0, s) in Cb(Rd). Using formula (2.1) to extend G(0, s) to
characteristic functions, it is easy to see that µs is a probability measure for every
s < 0. The set {µt : t ∈ R} is an evolution system of measures for G(t, s) on R, see
the proof of Theorem 5.4 of [22].

We now recall the properties of the evolution semigroup T (·) (see (1.4)) and the
measure ν that we use in this paper. To define it, we use the evolution operator
and the evolution system of measures on R from the above remark.

Proposition 2.4. Let p ∈ [1,+∞). The following properties are satisfied.

(i) The measure ν defined in (1.5) is infinitesimally invariant for T (·); i.e.,

(2.3)

∫
Rd

(A(·)h−Dth) dν = 0 for all h ∈ C∞c (R1+d).

Moreover, the restriction to Cc(R1+d) of the evolution semigroup T (·) may be
extended to a strongly continuous contraction semigroup Tp(·) in Lp(R1+d, ν).
Its generator is denoted by Gp.

(ii) For any u ∈ D(G2) the following “carré du champs” type inequality holds true:

(2.4) η0

∫
R1+d

|∇xu|2 dν ≤
∫
R1+d

|Q1/2∇xu|2 dν ≤ −
∫
R1+d

uG2u dν.

Proof. We refer the reader to Lemma 6.3(ii) of [22] and Theorem 2.1 of [25] for part
(i) and to Corollary 2.16 of [24] for part (ii). The results in [24] are only shown for
the case of time-periodic coefficients with slightly different assumptions from our
Hypotheses 2.1. We thus sketch the proof of (ii).

We have to replace the space D(G∞) used in [24] by the space D of all u ∈
Cb(R1+d) belonging to W 1,2

p ((−R,R) × BR) for all R > 0 and 1 ≤ p < +∞ such

that Gu := A(·)u−Dtu is contained in Cb(R1+d) and supp(u) ⊂ [−M,M ]×Rd for
some M > 0. The generator G2 is the closure of the operator G defined on D by
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Theorem 2.1 of [25]. Proposition 2.5 of [25] yields

(2.5) u =

∫ +∞

0

e−tT (t)(u− Gu) dt

for all u ∈ D. The gradient estimate (2.2) for G(t, s) directly implies the inequality

(2.6) ‖∇xT (t)h‖∞ ≤ C1(t−
1
2 ∨ 1)‖h‖∞

for h ∈ Cb(R1+d) and t > 0. As in Proposition 2.14 of [24], using (2.5) we infer that

D ⊆ C0,1
b (R1+d) and ‖∇xu‖∞ ≤ c̃ (‖u‖∞ + ‖Gu‖∞) for u ∈ D. Formula (2.4) can

now be shown analogously as Proposition 2.15 and Corollary 2.16 in [24], where
the first inequality in (2.4) follows from Hypothesis 2.1(ii). �

Remark 2.5. The starting point of the proof of estimate (2.4) is formula (2.3),
whose validity can be extended to any function u ∈ D (see the proof of Proposition
2.4 for the definition of this space). Plugging h = u2 in (2.3) and estimating
〈Q∇xu,∇xu〉 ≥ η0|∇xu|2 inequality (2.4) formally follows for functions u ∈ D,
which is a core of D(G2). But this argument is not correct, since, in general, u2

does not belong to D for every u ∈ D, if the diffusion coefficients are unbounded.
This difficulty is overcome by an approximation procedure, where one replaces u2

by (u2ϑn), (ϑn) being a standard sequence of cutoff functions. Each function u2ϑn
belongs to D if u is in D. Therefore,

∫
R1+d G(u2ϑn)dν = 0 for any n ∈ N. Estimate

(2.4) is obtained by writing explicitly the term G(u2ϑn) and then letting n tend to
+∞. Hypothesis 2.1(v) is crucial for the convergence of all the integrals obtained
by this procedure. This is the only part of the paper where we use it.

Typically, one takes as a Lyapunov function V (x) = 1 + |x|2n for x ∈ Rd and

some n ∈ N or V (x) = eδ|x|
β

for x ∈ Rd and some β, δ > 0, so that Hypothesis
2.1(v) is rather mild. See also the example in Section 5.

In the time periodic case, the next result was shown in Proposition 3.4 of [24]
for p = 2 extending a similar result proved in [9] in the autonomous case. In this
paper we need it for p > d. The proof in our case follows the same lines as [24].
Nevertheless, since Proposition 2.6 is crucial for all our analysis, we provide a proof
for the reader’s convenience.

Proposition 2.6. For all p ∈ [2,+∞) and h ∈ Lp(R1+d, ν) we have

(2.7) lim
t→+∞

‖ |∇xTp(t)h| ‖Lp(R1+d,ν) = 0.

Proof. The estimate (2.2) implies that |∇xT (t)h|p ≤ Cp1 (t−p/2∨1)T (t)|h|p on R1+d

for all h ∈ Cc(R1+d), t > 0, and p ∈ [2,+∞). We now integrate this inequality on
R1+d with respect to the measure ν and use the density of Cc(R1+d) in Lp(R1+d, ν).
It follows that ∇xTp(t)h belongs to Lp(R1+d, ν)d and

(2.8) ‖ |∇xTp(t)h| ‖Lp(R1+d) ≤ C1(t−1/2 ∨ 1)‖h‖Lp(R1+d,ν)

for all h ∈ Lp(R1+d, ν) and t > 0, where we use the contractivity of T (t) in
L1(R1+d, ν). Combined with the Hölder inequality, this estimate and (2.6) yield

‖ |∇xTp(t)h| ‖Lp(R1+d,ν) ≤ ‖ |∇xT (t)h| ‖1−
2
p

∞ ‖ |∇xT2(t)h| ‖
2
p

L2(R1+d,ν)

≤ C1‖h‖∞‖ |∇xT2(t)h| ‖
2
p

L2(R1+d,ν)
(2.9)
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for all t > 0 and h ∈ Cc(R1+d). In view of (2.8) and (2.9), we thus have to show
(2.7) only for p = 2 since Cc(R1+d) is dense in Lp(R1+d, ν). Similarly, it suffices to
prove (2.7) with p = 2 for functions in the dense subset D(G22) of L2(R1+d, ν).

Take u ∈ D(G22). Then, the function t 7→ ‖T2(t)u‖2L2(R1+d,ν) is differentiable on

[0,+∞) with derivative 2〈T2(·)u,G2T2(·)u〉L2(R1+d,ν). From (2.4), we then deduce

2η0

∫ t

0

∫
R1+d

|∇xT2(s)u|2 dν ds ≤ −
∫ t

0

2〈T2(s)u,G2T2(s)u〉L2(R1+d,ν) ds

= ‖u‖2L2(R1+d,ν) − ‖T (t)u‖2L2(R1+d,ν) ≤ ‖u‖
2
L2(R1+d,ν)

for t ≥ 0; i.e., the map χu := ‖ |∇xT2(·)u| ‖2L2(R1+d,ν) belongs to L1(0,+∞). The

estimate (2.4) also implies that the gradient ∇x : D(G2)→ L2(R1+d, ν)d is contin-
uous. Since u ∈ D(G22), the function χu is thus differentiable and

|χ′u| = 2
∣∣∣ ∫

R1+d

〈∇xT2(·)u,∇xT2(·)G2u〉 dν
∣∣∣

≤ 2 ‖ |∇xT2(·)u| ‖L2(R1+d,ν) ‖ |∇xT2(·)G2u| ‖L2(R1+d,ν) ≤ χu + χG2u

in [0,+∞). Using G2u ∈ D(G2) once more, we conclude that also the derivative χ′u
belongs to L1(0,+∞) and so χu(s) vanishes as s→ +∞. �

We conclude this section by a simple convergence lemma for tight sequences of
probability measures.

Lemma 2.7. Let (µ̃n) be a tight sequence of probability measures in Rd and (gn) ⊂
Cb(Rd) be a bounded sequence. The following assertions hold.

(i) If gn tends to zero locally uniformly in Rd as n → +∞, then
∫
Rd gn dµ̃n

vanishes as n→ +∞.
(ii) If gn tends to some g ∈ Cb(Rd) locally uniformly in Rd and µ̃n converges

weakly∗ to a probability measure µ̃ in Rd as n → +∞ (i.e.,
∫
Rd fdµ̃n →∫

Rd fdµ̃, as n→ +∞, for any f ∈ Cb(Rd)), then
∫
Rd gn dµ̃n tends to

∫
Rd g dµ̃

as n→ +∞.

Proof. We only show property (ii), as the first assertion can be treated similarly.
By assumption, M := supn∈N{‖gn‖∞, ‖g‖∞} < +∞ and for each ε > 0 there exists
a radius r > 0 such that µ̃n(Rd \Br) ≤ ε. We can thus estimate∣∣∣ ∫

Rd
gn dµ̃n−

∫
Rd
g dµ̃

∣∣∣ ≤∫
Br

|gn−g| dµ̃n +

∫
Rd\Br

|gn−g| dµ̃n+
∣∣∣ ∫

Rd
g dµ̃n−

∫
Rd
g dµ̃

∣∣∣
≤ sup
x∈Br

|gn(x)−g(x)|+ 2Mε+
∣∣∣ ∫

Rd
g dµ̃n−

∫
Rd
g dµ̃

∣∣∣.
As n→ +∞, the sum in last line tends to 2Mε, and (ii) follows. �

3. Asymptotic behaviour of G(t, s)

Throughout this section, {µt : t ≥ 0} is any tight evolution system of measures
for G(t, s), extended to the whole R as in Remark 2.3. We recall that by Theorem
5.4 in [22] a tight evolution system of measures for G(t, s) does exist. Corollary 3.2
of [7] yields that there exists a positive function ρ : R1+d → R such that ρ(t, ·) is the
density of µt with respect to the Lebesgue measure for every t ∈ R. In Corollary 3.3
we will see that actually there exists only one tight evolution system of measures
for G(t, s).
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To begin with, we use Hypothesis 2.1(i) to prove a lower bound on the densities
ρ(t, ·), which is crucial in our analysis.

Lemma 3.1. For each k ∈ N there exists a number δk > 0 such that ρ(τ, x) ≥ δk
for all τ ≥ 0 and |x| ≤ k.

Proof. Let Dk = {(t, s, x, y) ∈ R+ × R+ × Bk × Bk : t > s} for every k ∈ N. By
gk : Dk → [0,+∞) we denote the Green’s function of the parabolic problem

Dtu(t, x) = A(t)u(t, x), (t, x) ∈ (s,+∞)×Bk,
u(t, x) = 0, (t, x) ∈ (s,+∞)× ∂Bk,
u(s, x) = f(x), x ∈ Bk,

as constructed in Theorem 3.16 of [16] and its corollaries. The proof of Proposi-
tion 2.4 in [22] yields g ≥ gk on Dk for each k ∈ N, where g is Green’s function in
Proposition 2.2(i). Since the family {µt : t ≥ 0} is tight, there is a radius k0 ∈ N
such that µt(Bk0) ≥ 1/2 for all t ≥ 0. Throughout the proof, the integer k ≥ k0 is
arbitrary, but fixed. We claim that there exists a number δk > 0 such that

(3.1) gk+2(τ + 1, τ, x, y) ≥ 2δk for all τ ≥ 0, x, y ∈ Bk.

To prove the claim, we rewrite the operators A(t) in divergence form and apply
Theorem 9(iii) in [3] with Ω′ = Bk+1, Ω = Bk+2 and T = 8 to the operators

L(t) = Dt− div(Q̃(t+ τ, ·)∇x)− 〈b̃(t+ τ),∇x〉 on (0, 1]×Bk+2 for τ ≥ 0. Here the
coefficients q̃ij = q̃ji belong to Cb(R+ × Rd) and satisfy q̃ij = qij on R+ ×Bk+2 as

well as 〈Q̃(t, x)ξ, ξ〉 ≥ η0/2 for all i, j ∈ {1, . . . , d}, (t, x) ∈ R+ × Rd and ξ ∈ ∂B1.

The drift coefficients b̃i are continuous extensions of bi−
∑d
j=1Diqij to R1+d, such

that on b̃i = bi−
∑d
j=1Diqij on R+×Bk+2 and b̃i = 0 on R+×R\Bk+3 for k ≥ k0

and i, j ∈ {1, . . . , d}. By the uniqueness statement in Theorem 6 of [3], the map
gk+2(·+ τ, τ, ·, ·) is the Green’s function of L(t) on (0, 1]×Bk+2. Theorem 9(iii) of
[3] now implies that

(3.2) gk+2(t+ τ, τ, x, y) ≥ C1t
−d/2 exp(−C2t

−1|x− y|2)

for all x, y ∈ Bk+1, t ∈ (0,min{8, (d(y, ∂Bk+1))2}] and τ ≥ 0. The constants
C1 and C2 depend on η0, supt≥0 ‖qij(t, ·)‖L∞(Bk+2), supt≥0 ‖bj(t, ·)‖Lp(Bk+2) and
on supt≥0 ‖Diqij(t, ·)‖Lp(Bk+2) for all i, j ∈ {1, . . . , d} and some p > d. (Note that
these suprema are finite due to Hypotheses 2.1(i).) If y ∈ Bk, then d(y, ∂Bk+1) ≥ 1.
Hence, we can take t = 1 in (3.2), and (3.1) follows.

We can now complete the proof. Take a Borel set B ⊂ Bk and some τ ≥ 0.
From (1.2), (2.1) and (3.1), we deduce∫

B

ρ(τ, x) dx =

∫
Rd

∫
B

g(τ + 1, τ, x, y)ρ(τ + 1, x) dy dx

≥
∫
Bk

∫
B

gk+2(τ + 1, τ, x, y)ρ(τ + 1, x) dy dx

≥ 2δkλ(B)

∫
Bk

ρ(τ + 1, x) dx = 2δkλ(B)µτ+1(Bk) ≥ δkλ(B),

where λ is the Lebesgue measure. This lower bound yields the assertion. �

We now establish our main result on the convergence of G(t, s).
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Theorem 3.2. Let s ≥ 0, p ∈ [1,+∞), and {µt : t ≥ 0} be a tight evolution system
of measures for G(t, s). The following assertions are true.

(i) ‖G(t, s)f −ms(f)‖Lp(Rd,µt) tends to 0 as t→ +∞ for each f ∈ Lp(Rd, µs).
(ii) For each f ∈ Cb(Rd), G(t, s)f tends to ms(f) locally uniformly in Rd as

t→ +∞.

Proof. (i) First of all, we observe that it suffices to prove the assertion for s ∈
R+ \ N , where N is a null set. Indeed, if s ∈ N , we fix any s∗ ∈ R+ \ N such that
s∗ > s. If f ∈ Lp(Rd, µs), then the function g = G(s∗, s)f belongs to Lp(Rd, µs∗)
and since G(t, s)f = G(t, s∗)g and ms(f) = ms∗(g),

lim
t→+∞

‖G(t, s)f −ms(f)‖Lp(Rd,µt) = lim
t→+∞

‖G(t, s∗)g −ms∗(g)‖Lp(Rd,µt) = 0.

Moreover, it suffices to prove the assertion for each f ∈ C∞c (Rd) and all s outside
a null set N (f). Indeed, taking a sequence (fn) ∈ C∞c (Rd), which is dense in all
spaces Lp(Rd, µr) for r ≥ 0, we find a common null set N for all n ∈ N. By an
approximation argument and (1.3), we then obtain the assertion for all s /∈ N and
f ∈ Lp(Rd, µs). Finally, we can assume that p > d, since for p ∈ [1, d] Hölder’s
inequality shows that ‖G(t, s)f − ms(f)‖Lp(Rd,µt) ≤ ‖G(t, s)f − ms(f)‖L2d(Rd,µt)
for all f ∈ C∞c (Rd) and t > s. Thus, we let f ∈ C∞c (Rd) and p > d.

Fix a positive sequence (tn) diverging to +∞, and functions αm in C∞c (R) such
that 0 ≤ αm ≤ 1 in Rd and αm = 1 on [−m,m] for each m ∈ N. We extend again
G(t, s) and µt to R as in Remark 2.3. Proposition 2.6 implies that∫
R

∥∥ρ(s+ tn, ·)αm(s)p |∇xG(s+ tn, s)f |p
∥∥
L1(Rd) ds = ‖ |∇xT (tn)(αmf)| ‖p

Lp(R1+d,ν)

tends to 0 as n → +∞ for each m ∈ N. There thus exist null sets Nm ⊂ [−m,m]

and subsequences (t
(m)
n ) diverging to +∞, with t

(m+1)
k ∈ (t

(m)
n )n for all k,m ∈ N,

such that

lim
n→+∞

∫
Rd
ρ(s+ t(m)

n , ·) |∇xG(s+ t(m)
n , s)f |p dx = 0

for all m ∈ N and s ∈ R+ \ Nm. We can thus determine a diagonal sequence (tnj )
such that

(3.3) lim
j→+∞

∫
Rd
ρ(s+ tnj , ·)|∇xG(s+ tnj , s)f |p dx

for each s ∈ R+ \ N , where N =
⋃
m∈NNm is a null set.

Fix s ∈ R+ \N . We use Lemma 3.1 with τ = s+ tn. For every k ∈ N, it provides
a number δk > 0 such that ρ(s + tn, x) ≥ δk for n ∈ N and |x| ≤ k. This lower
bound and (3.3) yield

(3.4) lim
j→+∞

‖ |∇xG(s+ tnj , s)f | ‖Lp(Bk) = 0

for each k ∈ N. Observing that ‖G(s + tnj , s)f‖Lp(Bk) ≤ c
1/p
k ‖G(s + tnj , s)f‖∞ ≤

‖f‖∞ for some positive constant ck (see Proposition 2.2(i)), we then find constants
c̃k > 0 such that ‖G(s+ tnj , s)f‖W 1,p(Bk) ≤ c̃k for all j ∈ N. Since p > d, W 1,p(Bk)

is compactly embedded in C(Bk). By a diagonal argument, there exists a function
g(s, ·) ∈ C(Rd) such that G(s+ tnj , s)f converges to g(s, ·) locally uniformly in Rd,
up to a subsequence. In particular, ‖g(s, ·)‖∞ ≤ ‖f‖∞.
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On the other hand, ∇xG(s + tnj , s)f tends to 0 in Lp(BR)d as n → +∞, for
every R > 0, due to (3.4). The weak gradient ∇xg(s, ·) thus vanishes, and hence
g(s) is constant in x. To prove that this constant is ms(f), it suffices to observe
that

ms(f)− g(s) =

∫
Rd

(f − g(s)) dµs =

∫
Rd
G(s+ tnj , s)(f − g(s)) dµs+tnj

and use Lemma 2.7(i) with µ̃n = µs+tnj . As a result, g(s) = ms(f) and G(s +

tnj , s)f tends to ms(f) locally uniformly as j → +∞, for s ∈ R+ \ N . Since
G(s+ tnj , s)ms(f)1 = ms(f)1 by Proposition 2.2(i), from Lemma 2.7(i) we infer

lim
j→+∞

‖G(s+ tnj , s)(f −ms(f))‖Lp(Rd,µs+tnj ) = 0.

Finally, the function h = ‖G(·, s)f −ms(f)‖Lp(Rd,µt) is decreasing in [s,+∞) since

h(t2) = ‖G(t2, s)(f −ms(f))‖Lp(Rd,µt2 ) = ‖G(t2, t1)G(t1, s)(f −ms(f))‖Lp(Rd,µt2 )
≤ ‖G(t1, s)(f −ms(f))‖Lp(Rd,µt1 ) = h(t1)

for s ≤ t1 < t2, where we have used property (i) in Proposition 2.2 and (1.3). We
conclude that limt→+∞ ‖G(t, s)f −ms(f)‖Lp(Rd,µt) = 0.

(ii) Fix f ∈ Cb(Rd), s ∈ R+, R > 0 and p > d. Since Cb(Rd) ⊂ Lp(Rd, µs),
‖G(t + s, s)f −ms(f)‖Lp(Rd,µt+s) tends to 0 as t → +∞, by the first part of the
proof. Taking Lemma 3.1 into account, we can estimate

‖G(t+ s, s)f −ms(f)‖Lp(BR) ≤ δ
−1/p
R ‖G(t+ s, s)f −ms(f)‖Lp(Rd,µt+s)

for all t ≥ 0 and some positive constant δR. Hence, ‖G(t + s, s)f −ms(f)‖Lp(BR)

tends to 0 as t → +∞. In particular, there exists a positive constant C1 = C1(R)
such that

(3.5) ‖G(t+ s, s)f −ms(f)‖Lp(BR) ≤ C1

for all t ≥ 0. Moreover, the gradient estimate (2.2) implies that

‖ |∇xG(t+ s, s)f | ‖Lp(BR) ≤ C2‖f‖∞(3.6)

for all t ≥ 1 and some positive constant C2 = C2(R). From (3.5) and (3.6) we
deduce that the family of functions {G(t + s, s)f −ms(f) : t ≥ 1} is bounded in
W 1,p(BR) and, consequently, in Cβ(BR) for some β ∈ (0, 1) since p > d. By the
Arzelà-Ascoli theorem, from any sequence (tn) diverging to +∞ we can extract a
subsequence (tnk) such thatG(tnk+s, s)f−ms(f) converges uniformly in BR to zero
as k → +∞, since it tends to zero in Lp(BR). This shows that G(t+ s, s)f −ms(f)
tends to 0, uniformly in BR, as t→ +∞. �

Corollary 3.3. G(t, s) has exactly one tight evolution system of measures.

Proof. Let {µ(1)
t : t ≥ 0} and {µ(2)

t : t ≥ 0} be two evolution systems of measures

with corresponding means m
(i)
t . Fix s ∈ R+ and f ∈ Cb(Rd). Then, Theorem 3.2(ii)

shows that, as t → +∞, G(t, s)f converges both to m
(1)
s (f) and m

(1)
s (f), locally

uniformly in Rd. Hence, m
(1)
s (f) = m

(2)
s (f) and, consequently, µ

(1)
s = µ

(2)
s . �
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4. Converging coefficients

In this section, we consider coefficients that converge as t→ +∞ by introducing
the next additional hypothesis.

Hypothesis 4.1. The coefficients qi,j and bi belong to C
α/2,α
b (R+ × BR) for all

i, j ∈ {1, · · · , d} and R > 0 and Q(t, ·) and b(t, ·) converge pointwise to maps

Q∞ : Rd → Rd2 and b∞ : Rd → Rd, respectively, as t→ +∞.

Remark 4.2. Hypotheses 2.1 and 4.1 imply that Q∞ ∈ Cαloc(Rd;Rd
2

) and b∞ ∈
Cαloc(Rd,Rd) satisfy the t–independent analogues of Hypotheses 2.1(ii) and (iii).
The evolution operator generated by A∞ is a semigroup {T (t) : t ≥ 0} which
admits a single invariant measure µ∞ having a density ρ∞ > 0 with respect to the
Lebesgue measure. (See e.g. Theorems 8.1.15 and 8.1.20 of [23] or [26].)

As in Section 3, {µt : t ≥ 0} is any tight evolution system of measures with
densities ρ(t, ·). Under the additional Hypothesis 4.1, we show that the densities
ρ(t, ·) converge to ρ∞ and we derive a variant of Theorem 3.2.

Proposition 4.3. The densities ρ(t, ·) converge to ρ∞ locally uniformly in Rd and
in L1(Rd) as t→ +∞.

Proof. We first prove local uniform convergence. It suffices to show that every
sequence (sn) diverging to +∞ admits a subsequence such that ρ(snj , ·) converges

to ρ∞ locally uniformly on Rd as j → +∞. As in the proof of Theorem 6.2 of [2] we
see that µt weakly∗ converges to µ∞ as t→ +∞. Because of Proposition 2.4(ii) and
Hypothesis 2.1(i), Corollary 3.9 of [7] yields that ρ is contained in Cβ((s, s+1)×BR)
for every s,R > 0 and some β > 0. The proofs given there also yield that the norms
of ρ in these spaces are bounded by a constant C = C(R) independent of s. See

also [19]. As a result, ρ belongs to Cβb ([0,+∞)×BR) for every R > 0. The Arzelà-
Ascoli theorem now provides a sequence (tn) diverging to +∞ such that the density
ρ(tn, ·) of the measure µtn converges to a function g ∈ C(Rd) locally uniformly in
Rd as n→ +∞. The weak∗ convergence of µt to µ∞ thus yields∫
Rd
fρ∞ dx =

∫
Rd
f dµ∞ = lim

tk→+∞

∫
Rd
f dµtk = lim

tk→+∞

∫
Rd
fρ(tk, ·) dx =

∫
Rd
fg dx

for every f ∈ C∞c (Rd). Hence, ρ∞ = g and the local uniform convergence is shown.
To prove the L1-convergence, let ε > 0. By the tightness, there is a radius R > 0

such that µt(Rd \ BR), µ∞(Rd \ BR) ≤ ε for all t ≥ 0. From the first part of the
proof we deduce

lim sup
t→+∞

‖ρ(t, ·)−ρ∞‖L1(Rd) = lim sup
t→+∞

[
‖ρ(t, ·)−ρ∞‖L1(BR)+‖ρ(t, ·)−ρ∞‖L1(Rd\BR)

]
≤ lim sup

t→+∞
µt(Rd \BR) + µ∞(Rd \BR)

≤ 2ε. �

Theorem 4.4. Let s ≥ 0, p ∈ [1,+∞) and f ∈ Cb(Rd). Then, G(t, s)f tends to
ms(f) in Lp(Rd, µ∞) as t→ +∞.

Proof. The result follows from Proposition 4.3, Theorem 3.2(i) and the estimates

‖G(t, s)f −ms(f)‖p
Lp(Rd,µ∞)
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≤
∫
Rd
|ρ∞ − ρ(t, ·)| |G(t, s)(f −ms(f))|p dx+ ‖G(t, s)f −ms(f)‖p

Lp(Rd,µt)

≤ 2p‖f‖p∞ ‖ρ∞ − ρ(t, ·)‖L1(Rd) + ‖G(t, s)f −ms(f)‖p
Lp(Rd,µt). �

5. An example

We consider the family of operators A(t) defined on smooth functions ϕ by

(A(t)ϕ)(x) = (1 + |x|2)γ
d∑

i,j=1

q
(0)
ij (t, x)Dijϕ(x)− b(0)(t)(1 + |x|2)r〈x,∇xϕ(x)〉

for t ≥ 0 and x ∈ Rd, under the following assumptions.

(i) q
(0)
ij = q

(0)
ji belong to C

α/2,1+α
loc (R+×Rd)∩Cb(R+;C1

b (Rd)) for some α ∈ (0, 1)

and for all R > 0 and i, j ∈ {1, . . . , d}. Moreover, 〈Q(0)(t, x)ξ, ξ〉 ≥ η0 in R1+d

for some positive constant η0 and every ξ ∈ ∂B1;

(ii) The function b ∈ Cα/2loc (R+) ∩ Cb(R+) satisfies β := inft≥0 b
(0)(t) > 0.

(iii) r > γ − 1 and γ ≥ 0.

Let δ ∈ (0, 2(r + 1 − γ)). Then every smooth and positive function V : Rd → R
with V (x) = e|x|

δ

for x ∈ Rd \B1 satisfies Hypothesis 2.1(iii). Indeed, we have

(A(t)V )(x) = δV (x)|x|δ
[
(δ|x|δ−4 + (δ − 2)|x|−4)(1 + |x|2)γ〈Q(0)(t, x)x, x〉

+ Tr(Q(0)(t, x))(1 + |x|2)γ |x|−2 − b(0)(t)(1 + |x|2)r
]

≤ δV (x)|x|δh(x),

for t ≥ 0 and |x| ≥ 1, where h(x) = c |x|δ−2(1 + |x|2)γ − β(1 + |x|2)r tends to
−∞ as |x| → +∞ and c > 0 is a constant depending on the bounds of Q0. One
easily checks the other conditions in Hypothesis 2.1 and the additional condition in

Theorem 3.2(ii). Finally, Hypothesis 4.1 is satisfied if qij ∈ Cα/2,αb (R+×BR) for all

R > 0, b ∈ Cα/2(R+), and Q(0)(t, ·) and b(t) converge to Q
(0)
∞ and b∞, respectively,

as t→ +∞.
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Sci. Fis. Mat. Nat. (8) 32 (1962), 471–476.

22. M. Kunze, L. Lorenzi, A. Lunardi, Nonautonomous Kolmogorov parabolic equations with
unbounded coefficients, Trans. Amer. Math. Soc. 362 (2010), 169–198.

23. L. Lorenzi, M. Bertoldi, Analytical Methods for Markov Semigoups, Chapman Hall/CRC
Press, 2006.

24. L. Lorenzi, A. Lunardi, A. Zamboni, Asymptotic behavior in time periodic parabolic problems

with unbounded coefficients, J. Differential Equations 249 (2010), 3377–3418.
25. L. Lorenzi, A. Zamboni, Cores for parabolic operators with unbounded coefficients, J. Differ-

ential Equations 246 (2009), 2724–2761.

26. G. Metafune, D. Pallara, M. Wacker, Feller semigroups on RN , Semigroup Forum 65 (2002),
159–205.

27. J. Prüss, A. Rhandi, R. Schnaubelt, The domain of elliptic operators on Lp(Rd) with un-

bounded drift coefficients, Houston J. Math. 32 (2006), 563–576.

L.L. & A.L.: Dipartimento di Matematica e Informatica, Università degli Studi di
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