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ABSTRACT. We prove null controllability for linear and semilinear heat equa-
tions with dynamic boundary conditions of surface diffusion type. The results
are based on a new Carleman estimate for this type of boundary conditions.

1. Introduction. In this paper we establish the null controllability of linear and
semilinear parabolic equations with dynamic boundary conditions of surface diffu-
sion type. The prototype of such problems is

Oy — Ay = 1,v(t, z) in (0,T) x 9,
dyr — Aryr + 0,y =0 on (0,T) x T, L)
yr(t,z) = ylr(t, ») on (0,7) x T, '
(v, yr)|t=0 = (yo,vo,r) in Q xT.

For all given T > 0, w €  and initial data yo € L?(€2) in the bulk and yo r € L?(T")
on the boundary, we want to find a control v € L?((0,T) x w) such that the solution
satisfies
y(T,)=0 in Q.

Here Q C R” is a bounded domain with smooth boundary I' = 9Q, N > 2, and the
control region w is an arbitrary nonempty open subset which is strictly contained
in Q (e, w C Q). Further, y|r denotes the trace of a function y : @ — R, v is
the outer unit normal field, 9,y := (v - Vy)|r is the normal derivative at T, and Ar
designates the Laplace-Beltrami operator on I'. In our main results we study more
general problems involving time-depending potentials, forcing and semilinear terms
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in the interior and at the boundary, as well as boundary control, see Theorems 4.2,
4.4 and 4.5.

The term Jyyr — Aryr models the tangential diffusive flux on the boundary which
is coupled to the diffusion equation in the bulk by the normal derivative 0,y. In
(1.1) we treat this problem as a coupled system of dynamic equations for y and
yr, with side condition y|r = yr. Sometimes this type of boundary conditions is
called of Wentzell type. Dynamic surface and interface processes have attracted
a lot of attention in recent years in the mathematical and applied literature, see
[3, 5, 7,8, 14, 15, 16, 17, 18, 26, 30, 34]. In particular, for the mathematical theory
of surface diffusion boundary conditions we refer to [5, 8, 14, 26, 30, 34]. In Section
2 we discuss the L2-based solution theory for (1.1) and its generalizations as needed
in the context of null controllability. Here we look at existence, uniqueness and
regularity of strong, mild and distributional solutions. Since we deal with time-
depending potential terms in L°°, we include proofs.

We state our main result ensuring the null controllability of (1.1), see Theo-
rem 4.2. We emphasize that the initial data yy and yor on £ and I' need not be
related.

Theorem 1.1. For each T > 0, each nonempty open set w € ) and all initial data
yo € L*(Q) and yor € L*(T') there is a control v € L*((0,T) X w) such that the
unique mild solution y of (1.1) satisfies y(T,-) =0 on Q.

Null controllability results of this type are known for Dirichlet and for inhomo-
geneous or nonlinear Neumann boundary conditions (also called Robin or Fourier
boundary conditions), see e.g. [4, 6, 9, 10, 13, 19, 24] and the survey article [11].
Our Theorem 4.2 actually treats a more general version of the control problem (1.1)
with nonautonomous potential terms and inhomogeneities in the bulk and on the
boundary. We also show null controllability for a semilinear variant of (1.1) in-
cluding globally Lipschitz nonlinearities both in the bulk and on the boundary, see
Theorem 4.4. Observe that one could drop the assumption that @ C Q by simply
extending the control v by 0. We will not do this since one would lose informa-
tion in this way. As in the case of Dirichlet or Neumann boundary conditions, in
Theorem 4.5 we obtain null controllability with controls acting on a part I'g of the
boundary by means of an auxiliary domain control problem on an enlarged spatial
domain, see [4, 6, 13, 19]. However, in our case one needs more regularity for the
solution of the problem to implement this strategy. We partly solve this problem by
means of local LP-regularity, but we do not obtain the anticipated regularity of the
solution and the boundary control v near the boundary of the support of v. In view
of the results in [6, 9, 10, 11], we expect that one can extend the results to nonlin-
earities with slightly superlinear growth and containing gradient terms, as in [12],
using more involved regularity theory for (1.1). In this work, we have considered
the heat equation with constant diffusion coefficients, but as in the case of static
boundary conditions presumably our results also hold for general elliptic second
order operators, with diffusion coefficients even depending on time. Recently, many
results are obtained even in the case where diffusion coefficients degenerate at the
boundary, see [1] and the references therein.

We are not aware of results on null controllability for parabolic problems with
dynamical boundary conditions. Optimal control problem and approximate control-
lability for such equations were treated in [2] and [18] in the case of global controls;
i.e,, w = Q. In [22], approximate boundary controllability of a one-dimensional heat
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equation with dynamical boundary conditions was studied by completely different
methods.

Theorem 1.1 relies on a Carleman estimate for the inhomogeneous dual problem
corresponding to (1.1), which is proved in Lemma 3.2. Roughly speaking, this
estimate bounds a weighted L?-norm of the solution ¢ to the dual problem by a
weighted L?-norm of the inhomogeneities and of the restriction ¢|,. These weights
tend to zero exponentially as ¢t — 0 and t — T'. The proof of our Carleman estimate
follows the known strategy of the Dirichlet case, see [11], but the dynamic boundary
condition leads to various new boundary terms. Some of these enter in the final
estimate, a few cancel, and others can be controlled using the smoothing effect of
the surface diffusion in (1.1). Since we have to use the smoothing effect, we cannot
treat the corresponding equations without surface diffusion, see Remark 3.3 for
more details.

With the Carleman estimate at hand, standard arguments (see Proposition 4.1)
yield the observability estimate

T
1900, )220y + e (0, )22y < € / / (of? du dt

for the solution ¢ of the dual homogeneous backward problem

—Op —dAp +a(t,x)p=0 in Qp,
—Oypr — 8Arpr + dd,p + b(t, x)pr = 0 on I'r,
er(t,z) = o(t, x) on (0,7) x T,
(o(T,),r(T,")) = (o1, ¢11) in QxT.

One calls this property the final state observability since the observation on w
controls the state at the final time. By duality, the observability estimate for ¢ then
yields the null controllability of (1.1) as stated in Theorem 1.1, see Theorem 4.2.
We refer to [33] for a discussion of various controllability and observability concepts.

The proof of the null controllability of the semilinear equation relies on Schauder’s
fixed point theorem. To set up this fixed point argument, we construct a con-
trol with minimal weighted L2-norm for the inhomogenous linear system involving
nonautonomous potential terms. This optimization problem is solved in Proposi-
tion 4.3. In its proof we adopt the methods of Imanuvilov’s seminal paper [19] to
the case of dynamic boundary conditions.

This paper is organized as follows. In Section 2 we introduce the functional ana-
lytic setting and state basic results for (versions of) (1.1) concerning well-posedness
in the framework of strong, mild and distributional solutions. The Carleman es-
timate is proved in Section 3 and the null controllability results are obtained in
Section 4.

2. The initial-boundary value problem. Let 7" > 0 and a bounded domain
Q c RY, N > 2, with smooth boundary I' = 9Q and outer unit normal field v on
I" be given. We write

Qr =(0,T) x Q, wr =(0,T) X w, and 'y =(0,T) x T,

where w € () is open. In this section we present wellposedness and regularity
properties of solutions of the inhomogeneous linear system

Oy — dAy + a(t,x)y = f(t,x) in Qr, (2.1)
Owyr — 0Aryr + do,y + b(t, x)yr = g(t, x) on I'p, (2.2)
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yr(t,z) = ylr(t, x) on I'p, (2.3)
(v, yr)|t=0 = (vo,vo,r) in QxT, (2.4)

for given coefficients d,§ > 0, a € L>®(Qr) and b € L>(I'7). We include proofs
since the potentials depend on time and are just L> and since we also deal with
very weak solution concepts.

1. Function spaces. The Lebesgue measure on () and the surface measure on I
are denoted by dz and dS, respectively. We consider the real Hilbert spaces (and
tacitly their complexifications if necessary)

L?:= L2(Q) x L*(T), H":={(y,yr) € H*(Q) x H*() : ylr =yr} for k€N,
El(to,tl) = Hl(t07t1;L2) n LQ(to,tl;H2) for t1 > tg in R, E, := ]E1(07T)

The scalar product on L2 is given by

((y,yr), (2, 2r))L2 = (Y, 2) L2(0) + (yr, 21) L2(D)-

Further, H*(2) are the usual L2-based Sobolev spaces over §2. The spaces H*(I")
are defined via local coordinates, see e.g. Definition 3.6.1 in [32]. At a few points we
will also need the fractional order spaces H*(Q2) and H*(T") with noninteger s > 0.
For our purposes it suffices to define them as interpolation spaces

H*(Q) = (LX(Q), H*(Q)s/20,  H*(T) = (L*(D), H*(T))s20, s €10,2],

where (-,-);/2,2 denotes the real interpolation functor, see Chapter 1 and Theo-
rem 4.3.1/2 of [32] or Chapter 1 of [25]. As a consequence, we obtain the interpo-
lation inequalities

1—s/2 s/2 1—s/2 s/2
Il ey < Cllyllzachs 11520y Nurlmemy < Cllyrllzls luellieey, s € 0,2,

(2.5)
see Theorem 1.3.3 of [32].

For every s > %, the trace operator on I' is continuous and surjective from
H*(Q) to H*~Y/2(I") and has a continuous right-inverse & : H*~'/2(T") — H*(Q),
see e.g. Theorem 4.7.1 in [32]. Given so > 3, the right-inverse can be chosen to be
independent of s < sg. The normal derivative 0,y = (v - Vy)|r is thus continuous
from H*(Q) to H*=3/(T) for each s > 3.

Finally, for open sets w C ), we consider L?(w) as a closed subspace of L?(£2)
by extending functions on w by zero to €.

2.2. The Laplace-Beltrami operator. We refer to Chapter 3 of [20] or Sec-
tions 2.4 and 5.1 of [31] for more details and proofs. The operator Ar on I is given
by

(Ary)og= ——— 3 0,(Vaet G g, (y o g))

in local coordinates g, where G = (gij) is the metric tensor corresponding to g and

G ! = (g¥) denotes its inverse. However, in this paper we will not use this local
formula, but rather the surface divergence theorem

/Apyz ds = —/(pr,vpz'}p ds, y € HT), z € H (), (2.6)
r r
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where Vr is the surface gradient and (-,-)r is the Riemannian inner product of
tangential vectors on I'. The Laplace-Beltrami operator with domain H?(T) is self-
adjoint and negative on L2(T'), cf. p. 309 of [31], and it thus generates an analytic
Co-semigroup on L*(I'). Hence, ||y||z2(r) + [|Aryl|lr2(ry defines an equivalent norm
on H*(T). Moreover, ||y|r2ry + [[VryllL2(r) gives an equivalent norm on H'(T).

2.3. The Laplacian with surface diffusion boundary conditions. On L? we
consider the linear operator

[ dA 0 R
A_<_daV MF)7 D(A) = H2.

Observe that E; = H'(0,T;L%) N L%(0,T; D(A)). Strong solutions of (2.1)—(2.4)
will belong to E;. We show that A is selfadjoint and negative. The well-posedness
and regularity results for the underlying evolution equations rely on this fact, which
mainly follows from a result in [27].

Proposition 2.1. The operator A is densely defined, self-adjoint and generates an
analytic Co-semigroup (e"*);>0 on L2. We further have (L, H?); 5o = H*.

Proof. Tt is straightforward to check that {(y,y|r) : y € C=°(Q)} C H? is dense in
L2, hence A is densely defined. To prove the asserted properties of A, on L? we
introduce the densely defined, closed, symmetric, positive sesquilinear form

al(y, o), (2, 21)] = / VY-V zdo+ / yzdt / 5 (Vryr, ViEr) rdS+ / (yr, Z) 0 dS
Q Q I I

on D(a) = H'. Tt induces a positive self-adjoint sectorial operator A on L? which
is given as follows, see Theorems VI.2.1 and VI.2.6 in [21]. A function (y,yr) € H!
belongs to D(A) if and only if there is (f, fr) € L2 such that a[(y,yr), (¢, ¢r)] =
((f, fr), )12 for all (¢, or) € H', and in this case A(y,yr) = (f, fr). Integration
by parts and (2.6) yield that H?> ¢ D(A) and A(y,yr) = (Id — A)(y,yr) for all
(y,yr) € H?; i.e., A is an extension of Id — A.

By Lemma A.1 of Miranville-Zelik [27], A — A is surjective for all A > 0. Hence,
Id— A = A and so A is self-adjoint and generates an analytic Cy-semigroup. Theo-
rem VI1.2.23 of [21] then says that D(AY/?) = D(a) = H'. Moreover, Theorem 4.36
of [25] yields D(AY?) = (L2, D(A))1 /2,2, so that H' = (L2, H?) /2 ». O

We note a few basic properties of the space E;.

Proposition 2.2. The following assertions are true.
(a) For each T € [0,T), the trace space of By att =7 equals H'. We further have
E, < C([0,T]; HY).
(b) The space Ey embeds compactly into L*(0,T;12?).
Proof. (a) Corollary 1.14 of [25] implies that the trace space of E; equals
(L2, H?), /2,2 and that E; — C([0,T]; (L?,H?);/52). Thus the first assertion is a
consequence of Proposition 2.1.

(b) Since H? — H?(Q)) x H?(T') is compact in L2, the compactness of E; —
L?(0,T;1?) follows from the Aubin-Lions lemma, see e.g. Corollary 4 in [29]. O
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2.4. Existence, uniqueness and regularity of solutions. We are concerned
with the following classes of solutions of (2.1)—(2.4).

Definition 2.3. Let f € L?*(Q7), g € L*(T'r) and Yy :== (yo,yor) € L%

(a) A strong solution of (2.1)—~(2.4) is a function Y := (y,yr) € E; fulfilling
(2.1)~(2.4) in L?(0,T;1L?).

(b) A mild solution of (2.1)~(2.4) is a function Y := (y,yr) € C([0, T];L?) satis-
fying

Y(t) =Yy + /O U DAf(7) —alr)y(r), 9(r) = b(r)yr(v)]dr  for t € [0,T].

(2.7)
(¢c) A distributional solution of (2.1)-(2.4) is a function Y := (y,yr) €
L2(0,T;1L?) such that for all (¢,¢r) € Eq with ¢o(T,-) = ¢r(T,-) = 0 we
have
/ Y(=0rp—dAp + ap) dx dt + / yr(—0rpr — 6Arpr + dd, ¢ + bpr) dS dt
QT 1—‘T
= fapda:dt—i—/ g(ppdet—i—/ y0<p(07~)dx+/yo,rgop(o,-)dS.
Qrp I'r Q r

(2.8)

(d) We call Y := (y,yr) € L?(0,T;1L?) a distributional solution of (2.1)—(2.4)
with vanishing final value if Y satisfies (2.8) for all (p, pr) € E;.

We show below that a strong solution is a mild one and that mild and distri-
butional solutions coincide in our setting. Since our controllability results rely on
an observability estimate for a dual problem, we also have to look at the adjoint
backward evolution equation

—0rp — dAp + a(t,x)p = f(t,x) in Qp, (2.9)

—0wpr — 0Arpr + ddyp + b(t, x)er = g(t, ) on I'r, (2.10)
eor(t,z) = o|r(t,x) on I'p, (2.11)

(p(T,-);or(T,-)) = (prs,T) in QxT, (2.12)

for given (pr,prr) in H' or in L2, f € L*(Qr) and g € L?*(I'7). As in Def-
inition 2.3, a strong solution of (2.9)—(2.12) is a function (¢, ¢r) € E; fulfill-
ing (2.9)—(2.12) in L%(0,T;L?), and a mild solution of (2.9)—(2.12) is a function
(¢, r) € C([0,T); L?) satisfying, for ¢ € [0, 7],

T
(p(t), or(t)) = e(T*t)A(soTWT,r)Jr/t TOAf (1) —a(r)e(r), g(1) —B(7)r (7)) dr.
(2.13)
Considering (2.1)—(2.4) with the data a(t,z) = a(T — t,z), b(t,z) = b(T — t,z),
f(t,x) = f(T —t,x) and §(t,z) = g(T — t,2), one can pass from statements about
(2.1)—~(2.4) to those about (2.9)—(2.12), and vice versa, by means of the transfor-
mation ¢ = T — t. Hence, the following results on strong and mild solutions have
straightforward analogues for the adjoint problem which can easily be proved by
this transformation. We omit the details, but establish in Proposition 2.5(f) a
‘solution formula’ for homogenous backward system which is crucial for our main
Theorem 4.2.
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We start with strong solutions of (2.1)—(2.4). Proposition 2.2 implies that such
a solution can only exist if yo € H'; i.e., the initial data on € and I" are related by
the trace.

Proposition 2.4. Let f € L*(Qr), g € L*(T'r) and Yy := (yo,yor) € H'. Then
there exists a unique strong solution' Y := (y,yr) € E1 of (2.1)—(2.4), which is also
a mild solution. Given R > 0, there is a constant C = C(R) > 0 such that for all
a and b with ||a||cc, ||bllec < R and all data we have

Y le, <C(Yollar + [1fllz2@r) + l9llz2wr))- (2.14)

Proof. We set F' = (f,g) and B(¢)(¢,vr) = (a(t,-)1,b(t,-)1r). Since A is selfad-
joint and negative and B(-) is uniformly bounded, Theorem 3.1 of [28] yields the
asserted unique solution Y := (y,yr) € Eq of (2.1)—(2.4) and the estimate (2.14).
Using that Y € E; solves (2.1)—(2.4), we compute

Y(t) — Yy = /Ot Ds[et =AY (s)] ds = /Ot e=)A[—B(s)Y (s) + F(s)]ds (2.15)

so that Y is also a mild solution of (2.1)—(2.4). To obtain the asserted uniformity
of the constant in (2.14), we note that Theorem 3.1 of [28] gives bounded linear
operators S(t, s) on L2 depending strongly continuously on 0 < s < ¢ < T such that

t
Y(t) = 5S(t,0)Yp +/ S(t,s)F(s)ds, t €10,T]. (2.16)
0
Taking F = 0 and varying the initial time, (2.15) yields
t
S(t, 7)Yy = DAY, — / e=94B(5)S(s, 7)Yy ds (2.17)

at first for Yy € H' and then for Yy € L? by approximation. From Gronwall’s
inquality we now deduce that ||S(t,s)|| < C = C(R) for all 0 < s <t <T. Due to
(2.16), the strong solution of (2.1)—(2.4) thus satisfies

1Y (@)ll2 < C(1Yollez + I fll2r) + ll9ll220r)) (2.18)
for all t € [0,7]. We further write F = BY + F so that 8,Y = AY + F. The
estimates (2.14) for a = b = 0 and (2.18) finally yield C = C(R) with

1Y lle: < C (1Yollmr + 1 Fll20,702))
< C([Yollm + 1 fllz2r) + 9llz20r) + RIY [ 22(0,1:12))
< C(IYollm + I fllz2or) + l9llz2@r))- O

We next consider mild and distributional solutions for initial data in LZ2.

Proposition 2.5. Let f € L?(Qr), g € L*(T'r) and Yo := (yo,v%o.r), (1, o11) €
IL2. Then the following assertions are true.

(a) There is a unique mild solution Y € C([0,T];L?) of (2.1)~(2.4). The solution
map (Yo, f,g) — Y is linear and continuous from L2 x L?(Qr) x L?(T'7) to
C([0,T);L?). Moreover, Y belongs to E1(1,T) and solves (2.1)~(2.4) strongly
on (1,T) with initial data Y (1), for each T € (0,T). There are bounded linear
operators S(t,s) on IL? depending strongly continuous on 0 < s <t < T such
that

Y(t) = S(t,0)Yy +/O S(t,s)(f(s),g(s))ds, t €10,T]. (2.19)
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(b) Given R > 0, there is a constant C = C(R) > 0 such that for all a and b with
la]lso, [bllce < R and all data the mild solution of y of (2.1)~(2.4) satisfies

1Y leqo,mezy < CUYollez + 1fllz2r) + llgll2or))- (2.20)

(c) If Yo € HY, then the mild solution from (a) is the strong one.

(d) A function'Y is a distributional solution of (2.1)—(2.4) if and only if it is a
mild solution.

(e) A distributional solution of Y (2.1)—(2.4) with vanishing end value satisfies
Y(T,-) =0.

(f) The backward problem (2.9)—(2.12) with f = g = 0 has the unique mild so-
lution given by (¢(t),or(t)) = S(T,t)*(er,err), where S(T,t)* denotes the
adjoint of S(T,t). It is the unique strong solution if (¢, er) € HL.

Proof. (a)—(c). A straightforward Gronwall estimate shows uniqueness of mild so-
lutions. Theorem 3.1 of [28] gives the desired operators S(t,s) satisfying (2.19).
Above we have seen that these operators also fulfill the integral equation (2.17). In-
serting (2.17) into (2.19) and interchanging integrals, we see that the function given
by (2.19) is a mild solution. The linearity and continuity of the solution map follows
from (2.19) and the asserted regularity of Y is shown in Theorem 3.1 of [28]. Part
(b) can be checked as in (2.18) above, and (c) is a consequence of Proposition 2.4
and the uniqueness in assertion (a).

(d) Let F € L?(0,T;L?%) and Yy € H!. The function v defined by v(t) =
e Yy + fot e(t=9)A[F(s) ds belongs to E; and satisfies 9;v = Av + F on (0,T), due
to Proposition 2.4 with a = b = 0. Using the self-adjointness of A and integration
by parts in time, we thus obtain

T t
/0 (4% + / IR (s) ds, ~(0up(t), Duipr (1)) — Alp(t), e (1)), di

- / (F(t). o(t))12 di + (Yo, (0(0), o (0)))re (2:21)

for all (p,¢r) € E; with o(T) = or(T) = 0. By approximation, this identity also
holds for Yy € L2 Now, let Y € C([0,7];L?) be the mild solution of (2.1)—(2.4).
With the notation of the proof of Proposition 2.4 we have

Y(t) = €Y, + / =DA[(£(s), g(s)) — B(s)Y(s)) ds,

and thus (2.21) with F = (f, g) implies that
T
/0 (Y (), — (Dp(t), Dupr(£)) — Alp(t), or(t))) et

T t
[ B (5 ds ~(@uo(0). e () — Ao (0. gr(0)),

0 L2
T
:/0 (F(t), (p(t), r(t))r2 dt + (Yo, (¢(0), ¢r(0)))L2

for each (p,¢r) as above. Another application of (2.21) with Yo = 0 and
F = BY yields that here the second term on the left-hand side equals

JT(BY (1), (p(t), or(t))e dt = [ (Y (t), B(¢(t), or(t)))z dt. Hence, the mild so-
lution Y is a distributional solution.
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To prove that a distributional solution is already the mild one, we show unique-
ness of distributional solutions. Let Y, Z € L?(0,T;L?) be such solutions. We then
obtain

(Y = Z,—(0pp(t), Orpr(t)) — A(e(t), r(t)) + B(o(t), r(t))) r2o,min2) =0
for all (p,¢r) € Ey with o(T) = ¢p(T) = 0. The version of Proposition 2.4
for the backward problem (2.9)—(2.12) says that for every (v,%r) € L?(0,T;1L?)
there is a function (p,¢r) € E; with o(T) = ¢r(T) = 0 such that (¢,yr) =
—(Orp, Opor) — A(p, 1) + B(p, ¢r). Therefore Y = Z, and uniqueness follows.

(e) Let Y be a distributional solution with vanishing end value. Parts (a) and
(d) yield Y € Ey(7,T) and 0,Y = AY — BY + (f,g) on (r,T), for all 7 € (0,T).
Let (¢, ¢r) € Eq be supported in (0,7]. Integrating and using the self-adjointness
of A and B(t), we then derive

(Y(T),(o(T), or(T)))r>

T
:/0 (8:Y (1), (¢(t), or(t))re + (Y (), (Brp(t), Orpr(t))))r2) dt
T
:/0 (Y(2), (Brp(t), Orepr (1)) + Alp(t), or () — B(t)((t), r(t)))L2 dt

T
S R CCNORECRN )Y
0
=0

from (2.8). Since every (¢, 1r) € H? can be represented as (v, ¢r) = (¢(T), ¢r(T))
with a function (p, ¢r) as above and H? is dense in L2, we conclude that Y (T') = 0.
(f) As explained before Proposition 2.4, we can derive from our previous results
that the backward problem (2.9)—(2.12) with f = g = 0 and (¢7,¢7.r) € L? has a
unique mild solution (¢, ¢r) which is the unique strong solution if (¢, prr) € H!.
Equation (3.4) in the proof of Theorem 3.1 in [28] further gives the formula

T
S(T, )Yy = T4y, — / S(T,7)B()e™ Y4y, dr
t

in IL? for ¢ € [0,T]. Taking adjoints and using the self-adjointness of A and B(r),
we derive

T
S(T. 1) (er,prr) = T4 or, orr) _/ OB (1) S(T, ) (o7, rr) dr
¢
for (o1, orr) € L2 In view of (2.13), the function S(T\,-)*(¢r, prr) is the mild
solution of (2.9)—(2.12) with f =g =0. O

We note that for strong solutions of (1.1) with v = 0 one has the dissipiation
equality
1Y (T)|E> = II¥ollZ> = 21VylZ20r) — 2IVrurlZe @,

and not only the estimate (2.20).

3. The Carleman estimate. In this section we prove a Carleman estimate for the
backward adjoint linear problem (2.9)—(2.12), which is the key to null controllability
in the linear and semilinear case. The weights appearing in the Carleman estimate
are the same as in [11] for the case of Dirichlet boundary conditions and in [13] for
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mixed boundary conditions. They are based on the following auxiliary function 7°,
see Lemma 1.2 in [11] and Lemma 1.1 in [13].

Lemma 3.1. Given a nonempty open set w' € Q, there is a function n° € C?(Q)
such that
n° >0 inQ, =0 onT, [Vn°| >0 in Q\w'

Since |[V7°|? = |Vrn°2 + |8,1°]? on T, the function n° in the lemma satisfies

Vrn® =0, |Vn'| = 0,1°|, o’ < —c<0 on T, (3.1)

for some constant ¢ > 0.
Given ' € Q, we take A\,m > 1 and 7" with respect to w’ as in Lemma 3.1.
Following [11], we then define the weight functions o and & by

a(w, t) = (H(T — 1)) (e2mIn’lee — Almlin’lloetn (@)
E(z,t) = (T — 1)) termln’lotn® (@)

forz € Qand t € (0,T). Note that a and £ are C? and strictly positive on (0,7) x Q
and blow up as ¢t — 0 and as t — T. Moreover, the weights are constant on the
boundary I' so that

Vra=0 and Vré=0 onT. (3.2)

We state the Carleman estimate. In the proof we follow the strategy of Lemma 1.3
of [11]. In our setting several new boundary terms arise from the dynamic boundary
condition. To collect and treat them, we have to repeat some steps from [11] in
modified form.

Lemma 3.2. Let T > 0, w € Q be nonempty and open, d,6 >0, a € L= (Qr) and
b € L>=(I'r). Choose a nonempty open set w' € w. Define n°, a and & as above
with respect to w'. Then there are constants C > 0 and \1,s1 > 1 such that

s [ e (ol + |agf) dode
Qr
57 [ e B+ |Arpr ) ds de
I'r

+ s)\? / e Vp|? da dt + s/\/ e3¢\ Vrpr | dS dt
Qr T

T

T 83)\4/ ef2sa£3|<p|2 dx dt + 83>\3/ 672sa§3|(pr|2 ds dt
Qr

I'r

+ s\ e 2590, p|* dS dt
I'r

< Os3\? / e 25932 da dt + C e 200 + dAp — ap|* dx dt
wT QT

+ C 6_28a|at(,0r + (SAF(,DF — d&,cp — bgO[‘|2 ds dt
I'r

for all X\ > Ay, s > s1 and (p,pr) € E1. Given R > 0, the constant C = C(R) can
be chosen independently of all a,b with ||al|s, [|b]lcc < R.

Proof. Rescaling in time, we restrict to the case d = 1. It can be seen by convolution
with mollifiers in space and time that C°°([0,T] x Q) is dense in E;. Since all terms
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in the asserted inequality are continuous with respect to the E;-norm, it suffices
to consider smooth functions ¢ € C*([0,7] x Q). For such functions we write ¢
instead of pp. Throughout C denotes a generic constant which does not depend on
A, s, a, b, and ¢ subject to the assumptions of the lemma.

Step 1. Change of variables. Let ¢ € C®([0,T]xQ), A > A\ > land s > s; > 1
be given. Define

Y= e %, [ =e Y0+ Ap—ap), g=e %O+ 0Arp— 0,0 —byp).

Observe that these functions vanish exponentially at t = 0 and ¢t = T. We determine
the problem solved by ¥. We first expand the spatial derivaties of « by the chain
rule to bring 7° into play, but we do not expand d;a. We calculate

Va = -VE=-XVn°, (3.3)
Aa = —N¢|Vi° 2 - AeAr’,
Oy = e " Op — sYira,
Vi = e 5V — spVa = e Vo + s \peVn°, (3.4)
A =e**Ap+ V(e ) - Vo — spAa — sV - Va
= e %Ay — 25V - Va — s2)|Va|* — spAa.
On Qp this yields transformed evolution equations
oY+ Ay — ap =f — s¢(dha + Aar) — 25V - Va — s%9|Va|? (3.5)
=f — spdha + sAPEIV"? + sApEAR” + 25AEVY - Vi
— AP V.

Similarly, using (3.1) and (3.2), on I'r we obtain

Opp + OArY — 8,0 — b = g — spdyer — sXPED, " (3.6)

Extending the corresponding decomposition in [11], we rewrite the equations (3.5)
and (3.6) as

M+ Myp = in Q, N+ Noyp =g onlrp, (3.7)
with the abbreviations

Myp = =2sX*PE|Vn°|* = 2sAEVe) - V¥ + Opp = (My)1 + (Myep)a + (Myd))s,
Mytp = SN2 Vn° |2 + Ay + sypdyor = (May)1 + (Mat)z + (Mat))s,
Nyt = Op + sApEd,n’ = (N1p)1 + (N19p)2,
Noyp = 6Ary + O — 9,1 = (Nap)1 + (Nay))2 + (N2th)s,

F= 1+ Menn” — s\ e[V + ay,

g =g+ by.

Applying ||- ||2L2(QT) resp. ||- ||%2(FT) to the equations in (3.7) and adding the resulting
identities, we obtain

1713200 + 1313200 = I1M1NF2 00y + 1M2 13200y + N1 120y (3.8)
F N2l T2 gy + 2D ((Ma)i, (Math) ) L2y + 2D {(N19h)i, (N2th) ) L2(0r)-

2 2



12 LAHCEN MANIAR, MARTIN MEYRIES AND ROLAND SCHNAUBELT

Step 2. Estimating the mixed terms in (3.8) from below. We often use the
following basic pointwise estimates on (2,

e2mln’llee < o2A(mIn’lloet+n”) |Val < CAE, 0,0 < CE2, 18,€] < C&2.
(3.9)

Step 2a. We start with the negative term

(Myah)1, (Marh)1) L2 (0r) = —283)\4/Q (V0|32 da dt.
T
Using integration by parts, (3.3) and (3.1), we further derive
(M1v)2, (Ma¥p)1) 2@y = *53)\3/9 |Vn°22Vn° - V (4?) da dt
T
= 53)\3/Q div(|Vn° P& Vn°)¢? da dt — 83/\3/F |Vn°|2e30,n * dS dt
T T

=3s3)\1 / VP 1e3p? dudt + 303 | An°|Vn°|2€34? da dt
QT QT

+s3/\3/ (V(|Vn0|2)-Vn0)£3w2dxdt—s3)\3/ 10,m°12630,m°4p? dS dt.
QT FT

For sufficiently large A1, the fact that Vn° # 0 on Q\w’ implies

(M19)1, (M2a))1) 1207y + (M12p)2, (M2v)1) 12 (0r) (3.10)
> O3\ EY?dedt — CsP\* / 2 dx dt
Qr (0,T) xa’

=N [Pt ds e
I'r
for some C = C(,w). Integrating by parts in time, we continue with

(My3))3, (M2ap)1) L2(0r) = %SQAQ/Q (Vn° 2620, (¢*) dz dt

= —52)\? / |Vn° 206 dx dt
Qr

> —Cs2\2 | &3 dxdt,
Qr

where we employed (3.9) and that (0) = ¢¥(T) = 0. This term is absorbed by
(3.10) for large A;. Altogether, we have shown

> (M), (Math)1) 120

i=1,2,3
> 03\ [ pPdadt — OB\ / 2 dxdt
Qr (O,T)XUJ/
=8N [P Pea s
I'r
> O3 [ yPdadt — Cs3A? / EP2dadt + CsPX\3 | €342dSdt,
QT (O,T)Xw/ FT
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using also (3.1). We remark that first and third terms in the last line are the
dominant positive terms involving 12, whereas the second term will lead to a ‘control
term’ on the right hand side of the final estimate.

Step 2b. Integration by parts and (3.2) yield

(M) 1, (Mot)a) 2y = —25X° / VP Pew A de dt

Qr

:25>\2/ V(|V770\2§1/))ovwd;vdt—2s>\2/ V12400, dS dt
QT T

T

:25)\2/9 |V 2¢|Veh|? da dt + 25)\2 A &YV (|VnY)?) - Vo dx dt

+ 2s)\3 / VP 20eVn° - Vo da dt — 252 / (VP [2€p,0p dS dt.
QT 1_‘T

As above, the first summand will lead to a term controlling |V¢|2. We now ap-
ply Young’s inequality to (A2£Y/24)(£Y/2V(|Vn°|?) - V) and (sAy€) (Vn° - Vi),
respectively, and estimate

‘25%/ §¢V(|V770|2)-V¢dacdt‘§05/\4 e?dedt +Cs | €|Vy[?ddt,
QT QT QT

]23A3/ |Vn0|2w§VnO-Vz/)dxdt‘§052A4 52¢2dxdt+m2/ |Vep|? dx dt.
Qr

QT QT
It follows
(M), (M) o) = 250 [ |ViPPEVOP dode— €23 [ €42 do
QT QT

~ c// (s& + \H)|Vy|? do dt — 25)\2/ |Vn°|2&0,4 dS dt.
QT 1—‘T
The next summand is given by

<(M1w)2, (M2¢)2>L2(QT) = —28)\/Q (V’I]O . V’(/J)gAw dx dt

=25\ [ V' Vo, pEdS dt + 25\ / V((Vn° - Vy)E) - Vipdzdt

I'p Qr

=25\ [ V0 Va,EdSdt +2sX | £ (V2P V) - Vb da dt
FT QT
(3.11)

+ 25)\? £|V770~V¢|2dxdt+s)\/ V' - V|V |? € dr dt
QT QT

due to integration by parts and (3.3). In the sum (3.11), the third term is nonneg-
ative, and the second one can be bounded by

25\ [ E(V2° V) - Vapdrdt > —Cs)\ | £|Vip|? da dt. (3.12)
QT QT

For the last term in (3.11), integration by parts and (3.3) yield

SA/ V' - V|Vy|? ¢ dx dt
Qr

:s/\/ 8V170|V1/1|2§d5dt—s/\/ div(¢Vn®)|Vo|? da dt
I'r Q

T



14 LAHCEN MANIAR, MARTIN MEYRIES AND ROLAND SCHNAUBELT
:SA/ 8,170|Vw|2§d5dt75/\2/ £V 2|V |? d dt
FT QT

- s)\/ € - An°|Vo|* da dt.
Qr
The last term in the above line can be estimated as in (3.12). We then infer

()2 (M)} gy = =257 [ V- Vvo,uasdi—Csn [ Vol dads

Qr
+ s)\/ o, |Vp|? €dS dt — s)\2/ £V 2|V |? dx dt.
FT QT
Because V1) vanishes at ¢ = 0 and ¢t = T' in view of (3.4), we obtain
<(Z\41’lﬂ)37 (MQ’(/J)Q)LQ(QT) = / at’lﬁA’(/) dxdt = 8tw8,,w dS dt. (313)
QT 1—‘T

We summarize the inequalities of this step and invoke again that Vn° # 0 on Q\w’.
Using also (3.1), we arrive at

> (M )i, (Math)2) 120

i=1,2,3

zsv/ VP 12€| V|2 dedt — Cs? A | €22 dadt
QT QT

—o [ (s + )|V dudt — 25)\2/ V20, dS dt
I'r

Qr

— 25\ Vno-Vwﬁyz/J{det—Cs)\/ E|Va|? da dt
Qr

I'r

+s\ [ O,n°|V|PEdSdt+ | 04, dS dt
FT I1T

> Os\? E|V|Pdrdt — Cs\? / E|VPdrdt — Cs* M\ | €22 dxdt
Qr (0,T)xw’ Qr

— 252 / (0,m°)2€4p0,4 dS dt — 25\ / o,n°(9,4)%€dS dt
T'r T'r

+ s\ 8l,no|Vz/J|2dedt+/ 40,1 dS dt,
I'r

I'r
increasing A1 and s; if necessary.

Step 2c. Employing (3.9), we estimate
()1, (Mo oy == 2520 [ |V1fDrag? dads

Qr
>—C0s?A2 | 2 dadt.
Qr
This term will be absorbed by (3.10) for large A. Integration by parts, (3.3) and
(3.9) next imply

(My3))a, (M21))3) 2(02r) = 752)\/9 O Vn° -V (4p?) dx dt

= —s%\ 00,2 dS dt + 52)\/ div (0,0t Vn°)? da dt

FT QT
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=—5*\ | 0,at0,n°¢? dS dt + s>\ / V(0pa) - VnP&y? da dt

FT QT
+ 82X [ 0,aVE-VPPdrdt + s*N | 0,0 AR Y? da dt
QT QT
> —Cs?\ | 42dSdt — Os*N\? | €342 da dt.
FT QT

Integrating by parts with respect to time, we can derive
s s
(M19)3, (M21)3) r2(0p) = 5/ 0ydy(¢?) dx dt = -5 DZap? drdt  (3.14)
QT QT

>—Cs | &?dadt,
Qr

since 1 vanishes at the endpoints and |07«| < C¢3. We conclude from the above
inequalities that

ST ML), (Ma)s) paagy = —Cs?N2 | Ep2dadt — Cs?N [ €392 dS dt.

i=1,2,3 Qr Lz

Step 2d. We now consider the boundary terms N; and Ny, employing the surface
divergence theorem (2.6) several times. We first compute

5
(N1)1, (No) 1) L2(rpy = / 00 ATy dS dt = — 8| V> dS dt =0
FT 1—‘T

by means of ¥(0) = (T) = 0. Moreover, (3.2) yields
(Ni)e, (e} oy = 35X [ DurPeruvdsi
I'r

= —0sA / (Vr(0,n°€), V) rdSdt
I'r

= —0s\ [ &Y(Vro,n°, V) dS dt — 53)\/ Oy E|Vry|? dS dt.
I'r

I'r

The next two terms are estimated by
S
(i), (Net)a) oy = 5 [ 0du(w?)aSdr = ~Cs [ urasa,
FT I‘T

(Vit)e, (Ve )a) oy = A | OnPOiagu? dS dt =~ [ vt asan,
FT 1—‘T
where we proceed as in (3.14) and use (3.9), respectively. Finally, the summand

(N19)1, (No¥)3) L2 (rp) = — 00,1 dS dt

Tr

cancels with the one from (3.13), and
(Vit)e, (Ve oy =~ [ DD S at
Ir

Step 3. The transformed estimate. We collect the final inequalities in
Steps 2a—2d. Increasing A1 and s; if needed to absorb lower order terms, we arrive
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at
Z<(Ml¢)u (Mav))j) L2 () + Z((Nﬂ/))m (N2v))j) L2(ry)
,J ,J
>0\ | P dadt — CsPM\? / 3% da dt
Qr (0,T)xw’

L OSN3 [ 392dSdt + Os)? ) ¢|V[2 da dt
FT T

— Cs\? /( ) EIVY|? da dt — 2s\? / (0,m°)2&p0,1p dS dt
0,T)Xw’

I'r

— 25\ ayno(ayw)diSstA/ o, | V|2 dS dt
I'r

I'r

— s EY(Vro,n°, V) dS dt — (53)\/ O E|Vry|? dsS dt
FT I‘T

—sh [ €0,n°0, w0 dS dt.

Tr

We combine this estimate with (3.8). The expressions for f and g lead to additional
lower order terms which can be absorbed to the left-hand side for large A; and s;.
Using also |[V¢|? = |[Vre|? 4 10,4]? and (3.1), we deduce

”leH%?(QT) + ||M21/’||%2(QT) + ||N11;ZJ||2L2(FT) + ||N2¢H%2(FT)

+ 3\ [ EPdrdt + s\ | E|V|Pdrdt + 2N [ £3%dSdt
Qr Qr I'p

+ox [ (€Veul + (0,0 s
T'r
<C e 2590 + Ap — ap|*drdt
Qr

+C 67250‘|8t<p + 0Argr — 0 — b<p|2det
I'r

+053A4/( ) §3w2dxdt+Cs)\2/( ) E|Vep|? da dt
0,7)Xw’ 0,T) xw’

+ C’s)\Q/ (0,m°)2€|Y] 10,20| dS dt + Cs)\/ €l0,n°] |[Vr|? dS dt
FT 1_‘T

+C’s>\/ €OV’ \Vr¢|d$dt—|—Cs)\/ £10,n°| 19| [ dS dt. (3.15)
FT 1_‘T

We denote the four latter boundary integrals on the right-hand side of (3.15) by
I, ..., I4. Young’s inequality allows to estimate I; by

I = Cs/ [N3/2e/ 24| |AY261/20,,4| dS di
I'r

<C <32)\3 eE?dSdt+ X [ £0,4)*dS dt) . (3.16)
I'r

I'r

Increasing s; if necessary, we can then control (3.16) by the left-hand side of (3.15).
The fourth boundary integral I, is treated analogously. For the integral I3, we have
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I3 < C( E|Vrp2dSdt + 222 | &p? det) . (3.17)
FT FT

Increasing again s; and A; if necessary, (3.17) can be absorbed by the left-hand side
of (3.15).

For the last integral I, we use the identity (2.6) and that £(¢,-) is constant on
I". We then obtain

T
I, < CS)\/ /§|Vrz/)|2d5dt
0 T

T
SC/ /(871/25—1/2|Arw|)(83/2)\53/2|¢|)det
o Jr
gsfl/ Y AryPdSdt + Cs*N2 | €3 dS dt. (3.18)
T'r L

The second summand in (3.18) can be absorbed by the left-hand side of (3.15)
choosing a sufficiently large 1. Altogether, we thus arrive at

HMN/’H%Z(QT) + ||M21/’||%2(QT) + ||N1¢||222(1“T) + ||N21/’H%2(FT)

+ 3\ [ BPdodt 4 s\ [ €|V Pdadt + 5203 | €34%dSdt
Qr Qr I'r

+ s)\/ £|Vrip|2dSdt + s)\/ £(0,0)2dSdt
I'r I'r
< C/ e 29,0 + Ap — ap|? da dt
Qr
+ C/ e~ 2|00 + SAry — ddyp — bp|* dS dt
I'r

+033A4/ §3w2dmdt+03/\2/ g|w|2dxdt+s*1/ ¢ Ary[? dS dt.
wh whn Tt
(3.19)

To put the last summand in (3.19) to the left, we observe that dAry = Nayp —
sOia + 9,7p. Combined with (3.9), this identity yields

I:=s"1[ ¢YAry|*dSdt

Tr

1
< SNl 3aqe) + € /F S02dsdt+C | e(00)2dsdt. (3.20)

T'r

for sufficiently large s;. We can now choose sufficiently large A\; and s; so that
(3.19) becomes

M2y + Mot 2200y + IN1D] 20y + N2l 22y

+ 830 [ EPdudt + s\ / E\VpPdadt + 303 | €Xp2dSdt
Qr Qr I'r

+sX [ €(0,)2dSdt + sh | &|Vrip|2dSdt
FT 1—‘T

§C’/ e 2% 0y + Ap — ap|? dx dt
Qr
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+ C’/ e 259, + 0Arp — O, — bp|* dS dt
I'r

+033/\4/ EY2drdt+ CsA? | &V da dt. (3.21)
W wip

Step 4. Inverting the transformation. The inequality (3.20) allows to replace
in (3.21) the summand ”N?wH%?(rT) by the term I times a constant, where we

increase \; and s; if necessary to absorb the lower order terms in (3.20). Similarly,
from Oy = N1 — s €0, n°, we deduce that

I'=s"" | ol dSdt <CN|Fair,y + CsA? | &p?dS dt,
FT 1_‘T

and hence also I’ can be put on the left hand side of (3.21). In a similar way one

handles the corresponding terms on Qr, see (1.58) and (1.59) in [11]. We thus infer

571/ 571(|8t¢|2+|A¢|2)dxdt+8*1/ (10w + [Ary[*) dSdt - (3.22)
Qr I'r

+ €\ [ EPdedt + s\ | VY|P dadt

Qr Qr
+ 833 A €32 dS dt + s\ A £(9,4)? dS dt + S)\/F &[Vry|? dS dt
<C A e 2590 + A — ap|? dx dt
+C g e 259y + 0Arp — 0, — bp|* dS dt
T
+ O3\ [ P dadt + OsA\? | €|Vy|? da dt,

wr w/n
also using w’ C w. As on p.1409 of [11], one can now absorb the gradient term on
the right-hand side by the integral on wr and the left-hand side.

It remains to insert ¥ = e~**p into (3.22). The terms involving derivatives of 1
then lead to various lower order terms which can be controlled by the other terms
in (3.22). For summands on Qg this is done in Step 3 of the proof of Lemma 1.3
n [11]. Since the new terms on the boundary can be treated in the same way, we
omit the details. One thus obtains the asserted Carleman estimate for the original
function ¢. O

Remark 3.3. Up to inequality (3.15), the arguments in the above proof remain
valid also for 4 = 0. However, in our proof the assumption J > 0 is essential to put
the third and fourth boundary integral I3 and Iy on the right-hand side of (3.15)
to the left.

4. Null controllability. In this section we apply the Carleman estimate to show
null controllability for (1.1) and its generalizations. Throughout we fix T > 0,
wEN,dd>0,a€ L®Qr) and b € L>*(I'y). We assume that s; and Ay are
sufficiently large to apply Lemma 3.2 for this data.

4.1. Interior control for linear equations. We show the null controllability of
the linear inhomogeneous system

Oy — dAy + a(t,x)y = v(t,z)1, + f(t,x) in Qp, (4.1)
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+yr — 0Ary + do,y + b(t,x)yr = g(t,x) on Iy, (4.2)
yr(t,z) = y|r(¢,x) on Iy, (4.3)
(¥, yr)li=0 = (Yo, yo,r)in @ x T, (4.4)

by a standard duality argument. To this end, we first derive an observability esti-
mate for the homogeneous backward system

—Orp —dAp +alt,x)p=0 in Qr, (4.5)

—Oypr — 6Arpr + do,p + b(t, z)er =0 on I'p, (4.6)
or(t,z) = ¢|r(t, x) on I'p, (4.7)

(e(T,-),r(T,")) = (o1, ¢11) in Q@ xT, (4.8)

from the Carleman estimate. In addition, we can easily infer the final state ob-
servability of the system (4.1)—(4.4) with f = g = v = 0, which is of independent
interest.

Proposition 4.1. There is a constant C > 0 such that for all (o1, o1 r) € L? the
mild solution (¢, ¢r) of the backward problem (4.5)—(4.8) satisfies

(0, )P+ ller (0, )|2 < C | || da dt. (4.9)
wr
Moreover, for (yo,yor) € L? the mild solution (y,yr) of the forward problem (4.1)-
(4.4) with f = g =v =0 satisfies

ly(T P+ llye (TP < C | |yf* da dt. (4.10)
wr
Given R > 0, the constants C = C(R) can be chosen independently of all a,b with
l[alloo; [[blloc < R-

Proof. We argue as in Section 1.2 of [11]. Recall from Subsection 2.4 that the back-
ward problem (4.5)—(4.8) possesses a unique mild solution (¢, r) € C([0,T];L?)
which depends continuously in L2 on (o7, 7). By density we can thus restrict
ourselves to final values (g7, orr) € H!, so that (o1, orr) € E; is a strong solu-
tion due to the backward version of Proposition 2.5. For fixed A = A\; and s = sy,
the Carleman estimate from Lemma 3.2 thus implies

// |<p|2dxdt+// lor?dSdt < C | || dudt.
(T/4,3T/4)xQ (T/4,3T/4)xT wr

On the other hand, the backward version of (2.20) on the time interval [0, ¢] yields
190, )11+ ller (0, 1> < Cllp(t, )II* + ller (£, )| for all ¢ € (0,T). Integrating this
inequality over (7'/4,3T/4), we infer

3T /4
(0, )1 + [ler (0, )1 < C/T/4 (et N + ller (¢, -)1%) dt,

which yields inequality (4.9). The second assertion then follows by a simple trans-
formation as explained in Subsection 2.4. O

We now establish the null controllability of the linear system, where we allow
for inhomogeneities with exponential decay at ¢t = 0 and ¢ = T. To this end, we
introduce the weighted L?-spaces

Zo ={f e L*Qr): e 32 f € L*(Qr)}, (f1, f2) 2o = . fifze®¢ 3 dx dt,
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Zr ={g e L*(T'r): e**¢ 329 e L*(T7)}, (91,92) 2 = / 9192 €963 dS dt.
I'r

In Proposition 4.3 we weaken the assumptions on f and g, requiring decay only at
t="T.

Theorem 4.2. For all data Yy := (yo,vor) € L2, f € Zq and g € Zr, there
is a control v € L?(wr) such that the mild solution (y,yr) of (4.1)—(4.4) satisfies
y(T,-) =yr(T,-) = 0.

Proof. By a duality argument, the assertion will follow from the observability esti-
mate of the previous proposition. To this aim, we define the bounded linear operator
T : L*(wr) — L% by

T
Tv= /0 S(T, 7)(=1o0(7),0) dr,

where the solution operators S(T',7) are given by Proposition 2.5. Using that
Zo x Zr <= L*(Q7) x L*(T'r), we also introduce the bounded linear operator S :
L% x Zg x Zr — L2 by

T
(Yo, f.9) = S(T,0)Y + / S(T,7)(f(r). g(r)) dr.

Due to Proposition 2.5(a), the function S(Yp, f,g) — Tv is the final value
(y(T),yr(T)) of the mild solution (y,yr) to the inhomogeneous system (4.1)—(4.4).
Note that the adjoint 7* : L? — L?(wr) is given by

T (¢r, prr) = —1lup,

where (¢, ¢or) = S(T,-)*(¢r, prr) is the mild solution of the homogeneous back-
ward problem (4.5)—(4.8) with final value (¢r, @), see Proposition 2.5(f). Taking
the weights into account, one determines the adjoint S* : L2 — L2 x Zq x Zr as

S*(¢r, orr) = ((¢(0), or(0)), e > *p, e 2 plp).

Recall from Subsection 2.4 that (¢, ¢r) € E; is a strong solution of the backward
problem if (o7, rr) € H!. The observability estimate from Proposition 4.1 and
the Carleman estimate from Lemma 3.2 now imply that

[S* (1, 1,0)1E2 % 20, x 21

— 11(0, )% + lor (0, )]1? + / 202 dur df + / 032 48 di

QT 1—‘T

<c / o dedt = CIT* (o7, or.0) 2.
wr

at first for (o7, orr) € HY, but then for (¢7,¢rr) € L? by approximation.
Theorem IV.2.2 of [35] thus shows that the range of 7 contains that of S; i.e.,
for all Yy € L2, f € Zg and g € Zr there is a control v € L?(wr) such that
S(Yo, f,g9) = Tv. Therefore, (y(T),yr(T)) = S(Yo, f,9) — Tv =0, as asserted. [

The proof of null controllability in the semilinear case is based on a fixed point
argument involving a continuous operator mapping the initial value to a null control
of the inhomogeneous linear problem. To obtain such a operator, we have to single
out a special control. As in Theorem 2.1 of [19] we choose a control having a
minimal norm. We prefer to state this more technical point in a proposition below,
separated from Theorem 4.2.
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To that purpose, for given a € L>*(Qr) and b € L*°(I'r) we define the backward
parabolic operator

s ( 0 —dA+a 0
- do, —0 — 6Ap +b

As in [19] we consider the weights

) : By — L*(0,T;1L2).

a(t,x) = %a(t,m), g(t7x):%§(t,x)7 te (0,7), z€eQ,

which only blow up at t = 7. We introduce the weighted spaces
X :={Y € L*(0,T;L?) : e**Y € L*(0,T;L%)},
Za = {f € L*(Qr) : 59732 f € L2 (Qr) )},
Zr = {g € L*(r) : e3¢ %29 € L*(T'7)},
endowed with the corresponding scalar products as above. Observe that the weights
force decay only at t = T. We further define the functional J by
J: X x L¥(wr) =R,  J(Y,0):= ;/OT 53y (¢, )||?2 dt + %/ v? dz dt.
wr

The general strategy of the following proof is the same as in [19], even though
we have not been able to obtain the Lagrange multiplier as in (2.5)—(2.6) of [19].
Hence our arguments differ in certain important points from [19], and we thus give
all the details.

Proposition 4.3. Let Yy := (yo,yor) € L2, f € ZQ~ and g € Zr. Then the
functional J has a unique minimizer (Y = (y,yr),v) € X x L?(wr) on the set
M={(Y,v) € X x L*(wr) : (Y,v) is a distr. solution of (4.1)—(4.4) with Y (T,-) = 0}.
There is a constant C > 0 such that for all Yy € L2, f € Zqo and g € Zp we have
Y5 + lvll2ry < C(I1Yollz + 11z, + 9l 2,.)- (4.11)
Given R > 0, the constant C = C(R) can be chosen independently of all a,b with
l[alloo; [[blloc < R.

Proof. Since M is a closed convex subset of X x L?(wr) and J/? is an equivalent
norm of X x L2 (wr), the functional J has a unique minimizer for given Yy, f and g if
we can show that the set M is nonempty. We will construct a function (Y, v.) € M
as a weak limit of minimizers of regularized problems.

Step 1. We first take f € Zg and g € Zp supported in (0,T]. Hence, f € Zg and
g € Zr. For each ¢ € (0, 1], we introduce a new weight

pe(t, ) = 3o TT;;’ te(0,T), z€Q

which is bounded and strictly positive on [0,T] x Q. We define the corresponding
functional J. : L2(0,T;1L?) x L*(wr) — R by

I 1
gy = [y tdis 5 [ oPaeae
0 wr
We further consider the map G : L?(0,T;1L?) x L?(wr) — E} given by
G(Y,0)[(, or)] = (Y, L (@, r)) L2(0,7:2) — (Yo, ((0), 1 (0)))L>

—(f, (<P7<PF)>L2(QT) — (9, (<P7¢F)>L2(FT) — (v, (@#PF)(%@F»LZ(W)
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for (p, ¢r) € E1. We point out that (Y,v) € L?(0,T;1L?)x L?(wr) is a distributional
solution of (4.1)—(4.4) with Y(7T,-) = 0 if and only if G(Y,v) = 0. Observe that
JL/? defines an equivalent norm on L?(0, T’; L?) x L?(w7) and that ker G = {(Y,v) €
L2(0,T;1L2) x L*(wr) : G(Y,v) = 0} is a closed convex subset of L?(0,T;L?) x
L?(w7r). This subset is nonempty by Theorem 4.2, since f € Zg and g € Zr. Hence,
J: has a unique minimizer (Y;, v.) on ker G for every ¢ € (0, 1].

Step 2. We show that the functions (p.Y:,v.) are uniformly bounded in
L2(0,T;1%) x L*(wr) for € € (0,1]. To this end, we note that each functional
J. is continuously differentiable and its derivative at (Y, v) is given by

JUY,0)[Z,u] = (p2Y, Z) 12(0,7:12) + (0, U) 12 (wr)» (Z,u) € L*(0,T;1L.?) x L*(wr).
The map G is affine and continuous. Its derivative is the linear operator G’ :
L?(0,T;1L?) x L*(wr) — E} acting as

G,(Ya ”)[(% ‘PF)] = <K L*(QO, 901“)>L2 (0,T5L2) — <U7 (<P, (pF)>L2(wT)

for (Y,v) € L?(0,T;L?%) x L*(wr) and (p,¢r) € E;. For all (Z,u) € ker G’ and
o € R we have J.(ye,ve) < Jo((Ye,v:) + 0(z,u)), since (Yz,v.) is the minimizer
on kerG. At the minimum o = 0, we derive that J.(Y:,v:)[Z,u] = 0 for all
(Z,u) € ker G'. Therefore

(P2Yz,v.) € (ker G')* = Tange (G7).

The adjoint (G')* : E; — L2?(0,T;L%) x L%*(wr) is given by (G")*(p,¢r) =
(L*(p, ¢r), —1up). Thus there exists a sequence (Py,)n := ((¢n, ¥n,r))n in E1 such
that

L*®, — ngE in L2(0,T; ]L2) and — 1,00 — ve in L2(wT),

as n — oo. Since (Yz, v.) is a distributional solution of (4.1)—(4.4) with Y.(T),-) =0,
we obtain

0 YellZ20. 12y + 1l T2 0ry = (Yes PEYE) L2(0,712) + (Ver Ve) L2 (uor)
= nlggo (Yo, L*®p) 1200, 1m12) — (Ve €n) L2(wp))
= lim (Yo, 0(0))12 + (f; en)r2(20) + (9 @n.r) L2(0p))
< timsup (18 (0) s + =€ 2@ 207229) (1Yol + 11z, + gl ).
(4.12)
The backward version of estimate (2.20) on [0, ¢] yields
1@n(DIE2 < C>IPaOF2 + 1L Pnll72( pi2)) (4.13)

forall 0 <7 <t < T, where C is uniform in a and b. We take 7 = 0 and integrate
over t € (T'/4,3T/4) in (4.13). The Carleman estimate then implies

12,(0)]2,
3T/4
<c /T 121 e+ O @l a0

<C \|€7m§3/2®n||%2(T/4,3T/4;JL2) +C ||€75&L*‘I)n||%2(o,3T/4;IL2)
<C \|€7m§3/2‘1’n||%2(0,7“;m2) +C ||678QL*(I)TLH%2(O,T;]L2)

<O lle 20, |I? + C lle™*L* @, || + C' |l **L* @, |2
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< C’/ lonl? dadt + C |l L*®p|72(0 7.12),
wT

limsup | @5 (0)[[F2 < C lvell L2y + C loeYellT2(0 112

n—oo

using also that e *%p. < 1. If we let 7 € (0,7/4) and t = 7 + T/4 in (4.13), we
further derive

||€_S&§:3/2‘I>n||2L2(0,T/4;L2) < C|®nll20,7/412)
<C ||‘I>n||2L2(T/4,T/2;L2) +C ||L*q>nHZL2(0,T/2;L2)
<C ||€_m§3/2‘1)n||2L2(T/4,T/2;1L2) +C e L @ 1720 /212
||€_Sd53/2q)n”%2(0,T;]L2)
<O\l 20, |20,y + Clle " L*®pl 720, 112)-
As above, the Carleman estimate now yields
lim sup le™ %3 2@ 1320 112y < Climsup(lpnlZy) + lle™** L™ @ullz2 0 7:02))

<C ||Ua\|%2(w) +C HPeYe||2L2(o,T;1L2)-
Dividing (4.12) by ||peYellz2(0,712) + [|vell £2(wr), We arrive at

IVellz2o, ey < llpeYellrzo,rie) + lvell2wr) < C(INolle + 11£1 2, + lgllz.)
(4.14)
where the constant C is uniform in a, b, and ¢.

Step 3. As a consequence of (4.14) we find (y,,v,) € X x L?(wr) such that, up
to subsequences, (Yz,v.) tends to (Yi,v,) weakly in L?(0,T;1L?) x L?(wr) and p.Yz
converge to some Z weakly in L?(0,T;1L?) as ¢ — 0. Note that p. tends pointwise
to e*® and 0 < p. < e**. If ¢ € L?(0,T;1L?) is supported in (0,7, the functions
p=1 thus converge to e*% in L?(0,7T;L?) by dominated convergence. It follows
that Z = €°*Y, and hence Y, € X. The limit (Yi,v.) € X x L?(wr) is still a
distributional solution of (4.1)—(4.4) with Y,(T,-) =0, i.e., (Yi,v.) € M.
Therefore, J has a unique minimizer (Y,v) € M on the nonempty subset M.
Using the weak convergence and (4.14), we derive the estimate (4.11) for (Y,v) by

1Yl + 1ol 2y < CIY,0)2 < CI(Yay00)' 2

< C(||63dY*||L2(O,T;L2) + ||'U*||L2(wT))
< Clmint(p.Y.l poiran + oclon)  (415)

< C(IYolle2 + 11£11 2, + llgllz.)-

Step 4. Finally, let f € Za and g € Zr be the given inhomogeneities. Consider
the solution set M with respect to f and g. Choose f, € Zg and gn € Zr with
compact support in (0, 7] such that f,, — f in Zq and gn — g in Zp asn — co. Let
(Y, vn) be the corresponding minimizers of J obtained in Step 3 (where M = M,
is defined for f,, and g,). Since these functions satisfy (4.11), we find a subsequence
such that (Y;,;,v,;) tends to some (Yi,v.) weakly in X x L?(wr) as j — oco. The
limit (Yi,v.) is a distributional solution of (4.1)—(4.4) with Y.(T,-) = 0 so that
(Yy,v.) € M. This implies as before that J has a unique minimizer (Y,v) on M.
The estimate (4.11) for (Y,v) can be shown as in (4.15). O
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4.2. Interior control for semilinear equations. We now study the inhomoge-
neous semilinear problem

Oy — dAy + F(y) = vl, + f(t,x) in Qr, (4.16)

dyr — 0Aryr +doyy + G(yr) = g(t, ) on I'r, (4.17)
yr(t,x) = y|r(t, x) on I'p, (4.18)

(®(0,-),yr(0,-) = (yo,%0,r) in QxT. (4.19)

Theorem 4.4. Assume F,G € C*(R) satisfy
F0)=G0)=0 and [F()[+|GE)|<CL+[E]) for R

Then for all data Yo := (yo,yor) € H', f € Zo and g € Zr there is a control
v € L?(wr) such that (4.16)—(4.19) has a unique strong solution (y,yr) € E1 N X
with y(T,-) = yr(T,-) = 0.

Proof. The result is proved by Schauder’s fixed point theorem. Based on Proposi-
tion 4.3, we can follow the arguments given in Theorem 3.1 of [19].

We write F(€) = F(£)¢€ and G(&) = G(€)¢ for bounded functions F' and G. Fix
data Yy == (yo,yor) € H', f € Zg and g € Zp. Take Y := (y,yr) € L?(0,T;1L?).

Proposition 4.3 then yields a unique minimizer (Zs,vs) =2 ®(Y) of J among all
distributional solutions in X x L?(wr) of the linearized system
Oz — dAz + F(y(t,z))z = vl + f(t, z) in Qp,
drzr — 0Arzr + dd,z + Gyr(t,x))z = g(t, z) onI'p,  (4.20)
yr(t,z) = ylr(t, z) on I'p,
2(T,-) =2r(T,-) =0, (2(0,-),2r(0,)) =Y, in Q.

We have thus defined a map @ : L2(0,T;1L2) — X x L?(wr).

We write Z, = ®1(Y) for the first component of ®(Y). We consider ®; as an
operator ®; : L?(0,T;1L?) — L?(0,T;1L2).

Since F,G are bounded, the estimate (4.11) in Proposition 4.3 shows that ®;
maps all Y € L%(0,T;L?) into a ball in L?(0,T;L2?). Moreover, Proposition 2.5
says that ®;(Y) is even a strong solution of (4.20). Proposition 2.4 and (4.11) thus
yield

121(V)le, < C(IVollam + vllz2r) + 1207y + gl L2rr))
< C(Yolle + 1171z, + llgll 2,
where C' does not depend on Y. Since E; is compactly embedded into L2(0,7T';12)
by Proposition 2.2, we conclude that ®; is compact.

Employing Proposition 4.3, one can prove that ®; is continuous as in Theorem
3.1 of [19] by a contradiction argument. Schauder’s fixed point theorem thus gives
a function Y € L2(0,T;1L?) satisfying ¥ = &, (Y) € E;. Hence, there is a control

o € L*(wr) such that (4.20) holds with Z =Y € X and v = 0, as asserted. O
4.3. Boundary control. We look at the boundary control problem

Oy —dAy+ F(y) =0 in Qr, (4.21)

Owyr — 0Aryr + do,y + G(yr) = 1p,v(t, z) on I'r, (4.22)

yr(t,x) = y|r(t, ) on I'r, (4.23)

((0,-),9r(0,-) = (yo, yo,r) in Q@ xT (4.24)
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where I'g € T’ is relatively open and non-empty. For simplicity we do not include
inhomogeneities and potential terms. (One would need more regularity as above for
them.) As in [4, 13] one can obtain null controllability at the boundary by means
of an interior control on an enlarged domain 2. Dynamical boundary conditions
require however more regularity than Dirichlet or Neumann control. We deal with
this problem employing local regularity results, but cannot obtain quite the same
level of regularity as before. We use the standard LP—based fractional Sobolev
spaces in this result and take more regular initial functions.

Theorem 4.5. Let F and G satisfy the conditions of Theorem 4.4 and Yy =
(Yo, y0r) € H? with Yy € W;?*Q/p( Q) for some p > (N + 2)/2. Then there is a
control v € L?((0,T); L2 .(T1)) for a relatively open subset Ty C Tg such that the
problem (4.21)—(4.24) has a solution (y,yr) satisfying y(T,-) = yr(T,-) = 0. (We
extend v by 0 toTy.) This solution is contained in H(0,T; L*(Q))NL? (0 T; H*(Q))
and has a trace in H'(0,T; L*(T")) N L2(0,T; H*(T")) for IV = (I'\T1) UT” and
any T € T'y.

Proof. As in [4, 13], we find a larger domain Q D Q with dQ € C? such that
Iy =00\ 9Q C Ty and the boundary of T’y within [y has surface measure 0.
Fix a function Z, € H?(Q) such that Z, € W,?‘Q/p(fz) and Zy = Y, on . Take
any domain w € Q \ Q. The interior null controllability result Theorem 4.4 gives a
control u € L?(wr) such that the solution (z, zr) € E1(Q) of

Oz —dAz+ F(z) = Ilwu(t,x), t>0, z€Q,

Orzr — 0Arzr +dd,z + G(zr) = t>0, z € 09, (4.25)
zr(t,x) = | (t,x), t>0, z € 09,
(2(0,-),2r(0,)) = Zo, z€Q,

satisfies 2(T',-) = zr(T,-) = 0 on the closure of Q. Take an open set V & Q\@ which
intersects I'y and has a smooth boundary. (Note that we cannot obtain I'y C V
here.) On V the function z satisfies the semilinear heat equation

Oz —dAz+ F(z) =0, 0<t<T, zeV, (4.26)
2(0,-) = zo, zeV.

By Proposition 2.2 and Sobolev’s embedding, the restriction of z belongs to
C([0,T); HY(V)) and hence in C([0,T]; LP*(V)) for p; = 2N/(N — 2) for N > 3
and for all p; € [l,00) if N = 2. Therefore the nonlinearity F'(z) also be-
longs to C([0,T]; LP*(V)). Take any V3 € V. From local parabolic regular-
ity theory we deduce that z € L' (0,T; W2 (V1)) N W, (0,T; LP*(V;)) and hence

z € C(0,T); Wo 2/p1(V1)). (See estimate (IV.10.12) and Lemma II.3.4 in [23].)
Sobolev’s embedding then yields that z is contained in C([0,T]; LP2(V;)) with

Np: . < N +2
—_ i
N+2—2p P 2
pe = o0 if p1 > (N +2)/2 and any ps < oo if p1 = (N + 2)/2. We can iterate this
procedure, and after finitely many steps we obtain that z is bounded on [0, T] x V'
for some V' @ V which is arbitrarily close to V' and has a smooth boundary.

In a next step we differentiate (4.26) with respect to z; and obtain

040z — dAD;z = —F'(2)0;z, 0<t<T, zeV, (4.27)

P2 =
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V2(0,-) = Vzo, zeV,

where the left hand side of the differential equation is understood in H~1(V’),
at first. Take V" € V'’ with a smooth boundary and a function xy € C°(V')
which is equal to 1 on V”. Then x0,z satisfies (4.27) with zero Dirichlet boundary
conditions and an additional inhomogeneity in L2((0,7) x V’). This problem has
a solution w € H(0,T; L*(V'")) N L?(0,T; H*(V') N H} (V")) by standard parabolic
theory. As in Proposition 2.5 one sees that w = x0;z and hence z is contained in
HY0,T; HX (V")) N L3(0,T; H3(V")). In particular, the trace of z on V” N Ty is
an element of H'(0,T; H/2(V" NTy)) N L?(0,T; H*/?(V" NT})). Varying V, we
infer that the trace 2, exists in H*(0,T; Hllo/f(l"l)) NL%*0,T; H150/C2(I‘1)). We then
define the control

v:= (Oz|r, — 6Arz|r, + dovz|r, + G(z|r,))
in L?(0,T; L% (T1)) and extend it by 0 to I'g. Observe that the trace of z on

loc
[y :=T\Ty belongs to H(0,T; L*(T'3))NL?(0,T; H*(T'3)). Let y be the restriction
of z to Q. Then y is contained in H*(0,T; L?(2)) N L?(0,T; H*(R2)) and has a trace
in HY(0,T; L*>(T")) N L?(0,T; H*>(T")) where I'" = 'y UT” for any I € T';. By
construction y satisfies (4.21)—(4.24) and y(T,-) = yr(T,) =0 on Q x I. O
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