EXPONENTIAL DECAY OF THE LINEAR MAXWELL SYSTEM
DUE TO CONDUCTIVITY NEAR THE BOUNDARY

RICHARD NUTT! AND ROLAND SCHNAUBELT?

ABsTrACT. We study the anisotropic linear Maxwell system on a bounded
domain Q with perfectly conducting boundary conditions. It is damped via a
conductivity o which is strictly positive on a collar at the boundary. We prove
that solutions decay exponentially to 0, if the fields have no magnetic charges
on 2 and no electric charges off the support of 0. Our approach relies on a
splitting of the solution via a Helmholtz decomposition and an observability-
type estimate for a related second-order system without charges, shown using
Morawetz multipliers. Corresponding exact observability and controllability
results are also established.

1. INTRODUCTION

The Maxwell equations are the fundamental laws of electro-magnetic theory. A
non-zero conductivity ¢ causes dissipation of energy and thus may lead to decay
of solutions. For linear anisotropic materials we show that the solutions converge
exponentially to equilibria if o is strictly positive near the boundary of the bounded
domain © C R3. It assumed that permittivity and permeability € and p satisfy the
non-trapping condition (2.2). We allow for a multiply connected € and disconnected
0. We obtain exponential decay to 0 if there are no magnetic charges on Q (which
holds in physics) and no electric charges on Q \ supp o. For the charge-free system
with 0 = 0, we also prove exact observability and controllability with respect to a
collar at 0f2. In the case of anisotropic coefficients these seem to be the first results
in this context if the damping or observability region are not the full domain.
Moreover, for exponential stability, so far only constant € and p have been treated.

The Maxwell-Ampére and Faraday equations relate the electric fields £ and D
with the magnetic ones B and H via

0D(t,x) =curl H(t,z) — J(t,z), OB(t,x) =—cuwlE(t, ), t>0, z€Q,

where J is a current density. One has to add constitutive relations that describe
the reaction of the material to the fields. We study anisotropic, instantaneous,
time-independent, linear material laws

D(t,z) =e(x)E(t,z), B(t,z) = pu(z)H(t ),
with permittivity ¢ € C*'(Q,R3%3) and permeability p € C*(Q,R2%3) which are

sym Sym
uniformly positive definite. In the absence of exterior currents, Ohm’s law yields

J(t,x) =o(z)E(t, x)

Sm)

for the non-negative conductivity o € L (Q, R
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We assume that there are no magnetic charges div(uH) and impose perfectly
conducting boundary conditions, thus excluding boundary conductivity. In this
way we arrive at the Maxwell system

( (x ) (t, )) =curl H(t,z) — o(x)E(t, z),

O (u(x)H (t,x)) = —curlE(t x), t20, ek, (1.1)
div(p(x ) (t,x)) = t>0, z€Q, (1.2)
E(t,z) x v(z) = O, v(z) - p(z)H(t,z) =0, t>0, z €09, (1.3)

E(0,z) = Eo(z), H(0,z) = Hy(z), x €, (1.4)

where v is the outer unit normal of 9Q. See [1], [3], or [8] for a systematic treatment
of the Maxwell equations from a mathematical point of view.

The anisotropy in the material laws is needed to describe non-trivial crystal struc-
tures, see e.g. [2]. Moreover, matrix-valued coefficients arise in the investigation of
(even isotropic) quasilinear Maxwell systems, as in [12], [15] or [17]. We stress that
the anisotropic Maxwell system is significantly stronger coupled than in the case
of isotropic material laws with scalar coeflicients. For instance, if the coefficients
are constant, the system can be reduced to decoupled scalar wave equations for the
components E (if div(eE) = 0) or H (if 0 = 0). In the isotropic case, the equations
are coupled, but only in lower order (if div(eE) = 0 or ¢ = 0). Moreover, since
anisotropic material laws change the direction of the fields, the boundary conditions
are much harder to handle in this setting.

The curl operator has a huge kernel consisting of gradient fields which prohibit
regularity and compactness properties. Divergence conditions may counteract the
kernel. Physically they are encoded in the Gaufian laws for the charges. Besides
div(uH) = 0, the Maxwell-Ampére law in (1.1) yields

p(t) == div(eE(t)) = div(eEp) — /0 div(cE(7)) dr, t>0. (1.5)

Similarly one sees that the magnetic divergence and boundary conditions in (1.2)
and (1.3) are true if they are satisfied by Hp, cf. Theorem 5.2.5 in [1]. The time
integral in (1.5) is a serious obstacle for the study of the long-time behavior. For
isotropic coefficients one can reduce (1.5) to the scalar ODE 0;p = —%p - V< -eE
for fixed x € . In the anisotropic case this approach fails.

Instead of interior damping, also boundary conductivities ¢ have been studied.
Here one sets o = 0 and replaces the boundary conditions (1.3) by

Hxv=vx((Exv),

see [8]. In this setting the electric charges p in the domain vanish if p(0) = 0.
Moreover, this boundary condition can improve the trace regularity compared to
(1.1)—(1.4), see [18] and the references therein. In this sense this case is simpler.

For the scalar wave equation there is a very rich and deep theory on decay
properties caused by damping, whereas the corresponding theory for the Maxwell
system is far less developed. We refrain from giving references for the wave case,
but discuss a sample of the papers on the Maxwell equations. For scalar coefficients
exponential decay of solutions was shown in [10] for boundary damping with strictly
positive ¢ under a non-trapping condition on a ‘substarlike’ domain, see [11] for
the case of constant coefficients. Theorem 5.1 in [16] provides exponential decay
for constant e, € Ry and strictly positive scalar o. Semilinear damping was
treated in [7]. For 0 = 0 and scalar coefficients, [13] establishes exact observability
on a collar at 9Q. (See [7], [10] and [16] for more results on observability and
controllability.) These theorems were proven by means of Morawetz multipliers
and Helmholtz decompositions. By [16], for constant €, € R, the solutions also
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decay exponentially if ¢ is strictly positive on its support and satisfies the geometric
control condition from the wave case. This proof is based on microlocal analysis.

For matrix-valued coefficients, so far exponential decay has been studied only
assuming strict positivity of the conductivity, see [6] and [12] for interior damping
as well as [15] and [17] for the boundary case. The papers [12], [15] and [17] mainly
deal with nonlinear material laws. Earlier, in [5] boundary observability on 92 was
shown in the anisotropic case. These papers also rely on Morawetz multipliers and
Helmholtz decompositions. Weaker convergence properties have been investigated,
too, here we refer to [14] for recent contributions and several references.

With the exception of Theorem 5.1 in [16], in the cited works various topological
constraints are imposed, namely simple connectedness of €2 or connectedness of 02,
and partly even (variants of) starshapedness of Q. The topological assumptions
improve the mapping properties of the curl operator, as we recall in Lemma 2.3.
Starshapedness greatly simplifies the use of Morawetz multipliers for boundary
damping.

In our main result Theorem 4.1 we show the uniform exponential decay to 0 of L2-
solutions for matrix-valued C'-coefficients assuming that o € L™ is strictly positive
on w := {o > 0} containing a collar at the boundary. To exclude equilibria, besides
the magnetic divergence and boundary conditions we suppose that p vanishes on
Q\ w. The domain 2 is only required to be multiply connected, in contrast to the
previous literature. As in [5], [10] or [13] we assume the non-trapping condition
(2.2) on € and u, which says that the coefficients do not decay too rapidly in radial
direction. Heuristically, this property reduces backreflections, so that waves can
reach the boundary in a sufficient way. In Corollary 4.8 we remove the condition on
initial charges and the magnetic boundary condition. In this framework we obtain
uniform exponential convergence to the set of equilibria, which are related to non-
trivial charges. On the other hand, in the completely charge-free case without
conductivity, Theorem 3.7 shows exact observability of the Maxwell system by the
electric fields on a collar at the 02 and its exact controllability by charge-free
current densities supported on the collar. As noted above, so far such results with
localized observations have been restricted to scalar coefficients, and for exponential
stability with localized damping even to constant € and p.

In the next section we collect our assumptions, generation results and invertibility
properties of the curl operator. The main observability-type estimate only works in
the charge-free case without conductivity, see system (3.4). So we split (E, H) into
the solution (V3,, W},) of this system and other terms. To account for the charges
on w, we use a gradient field Vp where p € H'(Q) solves the elliptic PDE (2.9).
One can bound 9;Vp (but not Vp) in L? by the dissipation term ||o'/2E||, which in
turn can be controlled via the energy equality. This approach goes back to [16] with
p € H}(Q) in the constant coefficient case and for connected €2 and suppo. Our
system (2.9) takes care of some the topological obstructions for the invertibility
of curl. To deal with the others, we have to restrict the electric and magnetic
fields in the Maxwell system to an invariant subsystem with finite codimension, see
(2.3). The remaining part of the solution (V;, W;) then solves the system (3.8) that
incorporates the inhomogeneity —oF — eV0;p. Such a splitting was also used in
[13] without p. To correct the influence of p(0) in these systems, one has to choose
the initial values properly, see (3.2). Finally, for technical reasons some initial fields
have to approximated by more regular ones.

In Proposition 3.2 we show the crucial observability-type estimate for V}. Dis-
sipation terms only occur for the electric part, so that it is useful to work with a
second-order formulation involving only V},. Moreover, the behavior of Vp and p
suggests to work with time derivatives. So we first estimate 0;V} and pass only
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later to V3 in Corollary 3.5 by integration. This result is then reformulated as
Theorem 3.7 on observability and controllability. In a lengthy calculation also in-
volving vector analysis, Proposition 3.2 is shown via a Morawetz multiplier and via
a tailor-made multiplier using Lax—Milgram (see Lemma 3.3), as well as the energy
equality for V},. For the reasoning, it is important that supp o contains a collar at
0f) and that the coefficients satisfy the non-trapping condition. For scalar coeffi-
cients similar arguments are found in [13], but it is quite sophisticated to extend
them to the matrix-valued case.

In the last section we then estimate the other parts of (F, H) in several steps.
First, the energy of 0;(E, H) is bounded by that of (E, H) for which it is crucial
that o is strictly positive on its support. This was done for connected 92 and w in
[16], using the auxiliar function Vp. In our more general setting we have to proceed
differently, based on a lower estimate for the curl operator in Lemma 4.2. One can
control 0y H in space-time by 0; E and dissipation terms using the splitting of E and
energy-type estimates. The inhomogeneous part (V;, W;) is handled just by means
of Duhamel’s formula, exploiting properties of the initial data of (3.8). Several of
these inequalities on the time interval [0, 7] depend on T > 0. Nevertheless they
can be combined into a proof of exponential stability employing a strategy that
goes back to [9] in the wave case. The convergence result for data with charges
then follows by a projection argument.

2. NOTATION, ASSUMPTIONS AND AUXILIARY RESULTS

In this section we collect our main hypotheses and various basic properties. A
bounded C2%-domain Q C R? is multiply connected if there are disjoint C2-surfaces
¥1,..., % such that \ Ulel Y is simply connected, see [1], [3] or [4]. Simple
connected (2 are considered as the special case L = 0.

Assumptions. Throughout, we assume the following conditions.

(H) Let Q C R? be open, bounded and multiply connected, and 99 € C? have con-
nected components I, ..., Tx. Let £, € C*(Q,R3%3) be uniformly positive

sym
definite, o € L= (Q,R3%3), w = {x € Q| o(z) > 0} have a C*-boundary.
The surface measure on 92 or dw is denoted by ¢. We write v := Q \ @ and

N, = {z € Q | dist(z,09Q) < a} for the collar of width a > 0 at 9Q. Our core
assumption for exponential stability is that there are constants a, oy > 0 such that

N, Cw and o], >09>0. (2.1)

In particular, this implies that dw = dv U IN. v = Q\ @ Let m(z) = x — x¢ for
some o € R3. We also require the ‘non-trapping’ condition

E=c+(m-V)e>ne,  fi=p+(m-V)u>nu. (2.2)

for some 71 > 0; i.e, the coefficients cannot decay too strongly in radial direction.
We use the L2-based Sobolev spaces H® on the domains and their boundaries.
The spaces H(curl) and H(div) are the maximal domains of the distributional op-
erators curl and div in L?(Q) equipped with the graph norm, respectively. (We
often omit the range spaces for vector fields etc.) The kernels of these operators
are written as H(curl0) and H(div0), and are endowed with the L?-norm. The
tangential trace tr;v = v|gq x v and the normal trace tr, v = v|gq - ¥ can be
extended to maps from H(curl) and H(div) to H~/2(98). Their kernels are de-
noted by Ho(curl) and H,(div), respectively, which are also the closure of test
functions in the respective norms. We also set Hyg(curl0) = Hyg(curl) N H(curl 0)
and H,o(div0) = Hy,o(div) N H(div 0). For « € {e, u}, the operator div,, given by
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div,(v) = div(aw) with analogous notations. Finally, we need the refinements

HYo(dive 0) = {u € L*(Q)* | divg u =0, tr,(ou) =0, (trn(au),]l>H,%(El),
le{1,...,L}},
T/ o 20003 | ; _
H"(diva 0) == {u € L*(Q)? | divq u = 0, (trn(au),]l>H,%(Fk), ke{0,....,K}}.

For a = I we simply write H2,(div0) and H'(div0). The divergence theorem
yields H'' (div, 0) = H(div, 0) if OQ is connected, and for simply connected {2 we
have H>)(div, 0) = H,o(div, 0). See [1], [3] or [4] for these and related facts.

Generation results. Let L2(Q) be the space of measurable f fulfilling o'/2f €
L?(Q2), endowed with the canonical norm. We define

X ={(e,h) € LZ(Q) x L(Q) | eE|, € H'(div0,v), ph € Hyy(div0)},  (2.3)

where H'(div0,v) is the variant of H' (div0) on v etc. The operator

-1 -1

D(A) = (Hy(curl) x H(curl)) N X, A= (uslciﬂ c Ocurl) . (24)
is well-defined by Theorem 6.1.4 in [1] and Proposition IX.1.3 in [4], the latter
applied on v. Note that the magnetic component of (e,h) € D(A) belongs to
H'(Q) by Proposition 6.1 of [12], and thus to H'(v). One can then show its
maximal dissipativity as in Lemma 2.1 of [14], so that A generates a contractive
Co-semigroup T'(-) on X. Given (Ey, Hy) € D(A), we thus obtain a unique solution
of (1.1)—(1.4) satistying div(eE(t)) =0 on \ @ for ¢t > 0 and

(E,H) € C(Rs0,D(A)) NC'(Rxp, X). (2.5)

We assume that (Fy, Hp) belongs to D(A) except for the proofs of Theorems 3.7
and 4.1, where we pass to general (Ey, Hy) € X. Also in this case (E(t), H(t)) =
T(t)(Ey, Hp) is called a solution of the system.

Conceptually, we exclude charges in the interior of ) away from the support
of the conductivity . Furthermore, we assume that there are no charges on the
connected components of the conductivity as in a capacitor, since these generate
static electric fields that do not decay in time. By Faraday’s law we also exclude
the induction of currents in conductive loops along the boundaries 93; of the cuts
of Q, for example by an electric current passing through the ‘holes’ of . (Think of
a torus with an external current running through the middle.)

The proof of Lemma 2.1 in [14] implies that on X, = L2(2) x Li(Q) the extension
A, of A with domain Hy(curl) x H(curl) generates a contraction semigroup 7.(-)
which leaves X invariant and coincides there with T'(-). Hence, the divergence
condition on Q \ w for Ey, the divergence condition for Hy, and the boundary
conditions on pHy are also invariant under the evolution for the system within X,.
Moreover, as we see in Lemma 4.7 the kernel of A, is orthogonal to X in X, so that
our restrictions on charges and boundary conditions in (2.3) exclude the stationary
fields which obstruct exponential stability.

Energies. Our arguments heavily use estimates of the energies’

E(t) = /Q (€E(t) - E(t) + pH(t) - H(t)) dw = |[(E(t), H(t))|I% ,
(2.6)
D(t) ¢:L(EatE(t)'atE(t)+u3tH(t)~3tH(t))dﬂf: 1@ E(t), 0 H (1)

and in particular the following energy equality with dissipation related to o.
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Lemma 2.1. Let (H) hold and (E,H) as in (2.5) solve (1.1). We then obtain

E(s) — —2//| V2E* du dr,
D(s)—D(t):2//fal/28tE| dzdr, t>s>0.
s JQ

Proof. We only consider D as the estimate for £ is shown in a similar, but simpler
way. After regularizing (Eg, Hp) in D(A?), we pass to the time differentiated version
of the Maxwell system (1.1). Here the energy inequality is shown in a standard way.

So, take fields (E}, H}') € D(A?) converging to (Ey, Hy) in D(A) with respect
to the graph norm. These initial values yield solutions

(E",H") € C*(Rs0,X) NC' (Rx0, D(A)) N C(Rxo, D(A?))
of the equations
6,52E” = teuwrl 9, H" — e 100, E, 8t2H" = —p~Leurl 9. E".

Then (E",H™) = T(-)(Ey, H}) tends to (E,H) in the space Cy(Rx0, D(A)) of
bounded functions, and 0,(E", H") = T(-)A(Ey, HYY) to 0,(E, H) in Cy(Rx0, X).

Let D" = ||(0:E™, 3an)||§( The above system and integration by parts lead to

o,D" =2 / (O E™-e0;E" + 0,H" - nd}H") da
Q
= 2/ ([“)tE" (curl 9 H" — cOE™) — 0, H™ - curl 8tE”) dz
Q

- _2/ o' /20,E" | da,
Q

since tr; 0, ™ = 0. Integrating in time, we derive

t
D"(s) = D"(t) = 2 / / l0/20,E"? da ds.
s Q
for t > s > 0. The result follows in the limit n — oo. O

Properties of the curl operator. We first list basic mapping properties of the
gradient, divergence and curl. They can be found in Theorem 2.7 of [3] or in [4], or
follow similarly.

Lemma 2.2. In the following diagram the image of each operator is of finite codi-
mension and contained in the kernel of the succeeding operator:

HY(Q) S H(ewl) <25 g(div) 2% 12(Q),

HYNQ) % Hyp(cwrl) 225 H,o(div) 2% L2(),

where H(Q) = {f € HY(Q) | trr, f constant for each k € {0,... K } D Hg(f).
The cohomology spaces
Hy = {f € L*(Q) | cwrl f =0, div f =0, tr,, = 0},
Hy = {fGLz(Q) }curlf:(), div f =0, trtf:O}.
contain functions which prevent the invertibility of curl. In our setting they have
finite dimensions, which are determined by topological properties of the domain
), see Remark 2.5 and also Sections 3.2, 6.1 and 6.2 in [1], Section 2.9 in [3], or
Section IX.1.3 in [4] for more details.
The next lemma collects results on mapping properties of curl from Proposi-

tion 6.1.3, Theorem 6.1.4, Proposition 6.2.4 and Theorem 6.2.5 of [1] and from
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Proposition 3, Proposition 4 and Remark 5 of Section IX.1 in [4] concerning the
orthogonal complements of the cohomology spaces.

Lemma 2.3. Let (H) hold. We then have the surjectivity for
a) the ‘electric’ curl
curlg: Hyg(curl) N H(div. 0) — HZy(div0), with
N(curlg) = H§ := Hyp(curl0) N H(div, 0)
b) and the ‘magnetic’ curl
curly : H(curl) N Hyo(div, 0) — H (div0), with
N(curly) = HY := H(curl0) N Hyo(div, 0).
Furthermore, the image sets can be characterized by
HE(div0) = H; ™09 gT(div0) = H ", (2.7)
In view of the next result we obtain the invertibility of
curlg: Hyo(curl) N HY (div. 0) — H>(div 0) ina) and
curly : H(curl) N H(div, 0) — H"(div0) in b).

We have used the following description of the weighted cohomology spaces.
Lemma 2.4. Let (H) hold. For u € H(div.0) the field eu belongs to HQLL2 if and
only if u is contained in (Hg)LLg. Analogously, for u € Hpo(div, 0) the field pu
belongs to Hlle if and only if u is contained in (H‘f)lLi.

Proof. For the first equivalence, we assume that eu € H' (div0). Equation (IX.1.61)
in [4] yields the decomposition

L*(Q)? = VH(Q) @ Hy @ curl H ().
Since H(div0)1:2 = VH}(Q) by (IX.1.42) in [4], our assumptions and (2.7) imply
that eu is contained in curl H}(Q); i.e., eu = curl ® for some ® € H'(Q2). Hence,
for all h € H we derive

(u,h)pz = (eu, h) 2 = (curl @, h)p2 = 0.
The converse implication similarly follows from the decomposition
L2(Q) = VH(Q) @2 H; ®r2 e curl H' (), (2.8)
see Propositions 6.1.1 and 6.1.12 in [1] and Proposition 1X.1.3 in [4].

The second assertion is shown analogously, using Propositions 6.2.1 and 6.2.12
in [1] and Proposition IX.1.4 in [4]. O

Remark 2.5. Let (H) hold. The dimension of the first cohomology space equals
the ‘cutting number’ L of Q, i.e.,

dimH; = dim N(curly) = L.
For simply connected {2 it is therefore trivial. Moreover, we have

dim Hy = dim N(curlg) = K.

Thus, if 92 is connected, the second cohomology space equals is trivial. See Propo-
sition 2.8 in [3], as well as Proposition 6.1.1 and Proposition 6.2.1 in [1].

From now on we drop the subscript and simply write curl for both curlgy and
curly. We have to control the normal trace of curls by tangential traces. To this
aim we recall Lemma 4.8 of [15], see also Section 2.3 in [3].

Lemma 2.6. For f € H*(Q) we can estimate the normal trace of the curl by

||V . CUI‘]f”Hfl(@Q) ,S ||V X f||L2(SQ) )
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Helmholtz decomposition. Our arguments rely on a splitting of the electric
field £ € C! (Rzo, LQ(Q)) N C’(Rzo, Hto(curl)) into a div.-free and a curl-free part.
The following construction is inspired by Chapter 5 in [16], where constant ¢ and
connected 99 and w were treated using p € H}(2). We consider the elliptic problem

div(eVp) =div(eE) on €, p=20on Iy, (2.9)

p constant on I'y, and (tr, e(Vp — E),]l)hr%(F )= 0, Vke{l,...,K}.
k

For the weak formulation of the problem, we define the Hilbert space
He:={p e H(Q)| ¢=0o0nTy, ¢ constant on Ty, Vk € {1,... K}}

endowed with the norm of H'(€2). We introduce the form Blu,v] == [, Vu-eVuvda
on H. and set £(v) = {p(v) = [,€FE - Vudz. Then the weak formulation of (2.9)
reads as
Blp, ] = () for all ¢ € H,. (2.10)
Clearly, B and ¢ are bounded on H,., and B is coercive by Theorem 13.6.9 in [19].
The Lax—Milgram lemma yields a unique solution p = p(t) € H,. of (2.10) with
||p||H1(Q) S ||£Hf;-[; = sup . 1€()| S ||5E||L2(Q)~ (2.11)
Plla .=
We thus have bounded linear maps L?(Q) — H?; E — (g, and L?(Q) — H,;
E — p. Note that eE — eVp belongs to H(div) with div(eE — eVp) = 0, since
(2.10) holds in particular for H}(Q) C H.. Hence, the last boundary condition in
(2.9) is well-defined, and it follows by inserting ¢ € H. with @g|r, = ox; for k # 0
into (2.10) via
0= /Q(eE —eVp) Vo d = {tra (B —eVp). 1),y
Finally, the PDE in (2.9) is understood in .
To pass to charge-free fields, we define

Vi=FE—Vpe C'(Rxo, L*(Q)) N C(Rxo, Hyp(curl)) (2.12)
using Lemma 2.2 and (2.5). By the properties of p, this function satisfies
curl V = curl E, ¢V € H'(div0). (2.13)

For the last assertion, the condition (tr, £V, ]I)H = 0 is clear by (2.9) for k& >
k

1

T 2(T%)

0. For k£ = 0 it then follows from div(¢V') = 0 which yields (tr,, €V, ]1>H_%(BQ) =0.
In other main arguments we use the time derivatives of p since they can be esti-

mated solely by dissipation terms, in contrast to p in (2.11). This fact corresponds

to the behavior of the charges div(¢E) in (1.5), where the time derivative is better

suited for the study of the long-term behavior, too.

Lemma 2.7. Let E be given by (2.5). Then the solution p of (2.9) belongs to
C?(R>0,H.) and satisfies

10wl S10VPl 2 SNoEl 2y and  |108p 10 S11079Pll 2 S 100 Bl 12 -
Moreover, €0,V is contained in H' (div0).

Proof. Because of (2.5), we can continuously differentiate ¢ — ¢ in H and thus
p in H.. Equation (1.1) and Lemma 2.3b) also yield

Ol () = / e E - Vodr = —/ oF -Vepdx (2.14)
Q Q

for ¢ € H.. Estimate (2.11) then implies the first assertion, using also the Poincaré

inequality in Theorem 13.6.9 in [19]. The last claim now follows from (2.13). Due

to (2.14), we can differentiate in time once more and derive the remaining part. O
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3. OBSERVABILITY ESTIMATE

Above we have split F into the charge-free part V' and the curl-free part Vp. To
obtain observability results, we decompose (V, H) further into fields (V},, W}) and
(Vi, W;) solving a homogeneous and an inhomogeneous system, respectively. Here
we combine and extend the approaches from [13] and [16]. The energy equality in
Lemma 2.1 allows us to control dissipation terms, and thus the time derivatives
of Vp by Lemma 2.7. Accordingly, we first estimate 0;V}, and thus by-pass the
problem that the Gaufs law (1.5) does not provide uniform bounds in ¢.

In the stability analysis it will be crucial that 9;V;(0) and 9,W;(0) vanish, see
Lemma 4.5. To this aim, we choose suitable initial values for the inhomogeneous
problem. By Lemma 2.7 the derivative 9,V belongs to H' (div 0), which implies

oFE +e0Vp = —eOE + curl H + €0;Vp = —c0;V +curl H € Hr(div 0) (3.1)

since curlH € H'(div0) due to Lemma 2.3b) as well as (1.2) and (1.3).
Lemma 2.3 b) then provides a field Wjy € H(curl)N Hyo(div, 0) which is orthogonal
to N(curly) = HY in L?, and satisfies

curl Wio = 0 Ey + €0, Vp(0). (3.2)

To derive the observability estimate for 9;V},, we consider a second-order equation
for our homogeneous problem using the generator

0 et curl
D(Ap) = (Hyo(curl) x H(curl)) N Xy, Ap = (Hl curl 0 ) (3.3)

without conductivity acting in the charge-free subspace
Xy, = {(v,w) € LZ(Q) x Li(Q) ‘ ev € HY(div0), pw € Hfo(divO)}.

of X. The operator A, maps into X; by Lemma 2.3. Its maximal dissipativity is a
special case of that of A in (2.4) for 0 = 0 and w = 0. By (2.3), (2.12), (2.13) and
Wio € Hpo(div, 0), the fields (EO — Vp(0),Hy — WiO) belong to D(Ap).

We can approximate (Eg — Vp(0), Hy— W) in D(A) by (Vi W) € D(A2)
by means of Yosida approximations. For these initial fields we can derive a second-
order problem. The homogeneous Maxwell system

0 (V™) = curl W™, O (pw™) = —curl V™,
div (V™) =0, div (uW V) = (3.4)
tr, V™ =0, tr, (™) =
V() = vy, Wi (0) = W,SS :
then has the solution
(V™ W) € O (Rso, Xn) N CY (Rso, D(A1)) N C (R0, D(A2)). (3.5

It converges to the solution (V,, Wj,) of (3.4) with initial data (Eo—Vp(0), Ho—Wio)

in the space C} (RZO,Xh) NGy (RZO, D(Ah)). We stress that EVh(n) is divergence-
free. The system (3.4) leads to the second-order equation

Oy (aatV,f")) = —curl (,u_l curl Vh(n)),
tr, V™ =0, div(eV,™) =0, (3.6)
Vi) =V v (0) = e eurl iR

9



Corresponding to (3.5), in (3.6) we assume that
V" € C?(Rsg, HY (dive 0)) N C (Rso, Hyo(curl)), o
ptcurl Vé") € C(Rxo, H(curl)). .
To account for the missing terms in (3.4), we consider the inhomogeneous system
O (eVi) = curl W; — o E — 20, Vp,
Oy (uWZ) = —curlV;,
div (uW;) =0, (3.8)
tr; Vi =0, tr,(uW;) =0,
Vi(0) =0, W;i(0) = Wi.
Since (—8_10'E — 8th,0) belongs to C* (RZO,X;L) due to (3.1) and (0, W) to
D(Ap), this system has a unique solution
(Vi, W;) € C* (R0, X1) NC(Rx0, D(Ay)). (3.9)
For later use we record that the definition of Wj in (3.2) yields
0t (eV;)(0) = curl W9 — 0 Ey — €0, Vp(0) = 0,
Ay (W) (0) = — curl V™ (0) = 0.
Observe that the fields (V3 + Vi + Vp, W), + W;) solve the original system (1.1)—

(1.4) with initial values

(Eo — Vp(0) + Vp(0), Hy — Wig + Wig) = (Eo, Ho)-

(3.10)

By uniqueness, the convergence noted after (3.5) leads to the limit
VI + Vi - Vo, W + W) — (Vi + Vi + Vp, Wy + W3) = (B, H)

in Cg (RZO7 X) N Cb<R20, D(A))

To simplify notation, we drop the superscripts in this section and write
(Vh("),W,(L")) = (Vi, W4), assuming that (V3, W) satisfies (3.5). The final result
will then follow by the approximation argument above, see Remark 3.6. We next
state the ‘energy’ identity for V.

Lemma 3.1. Let Vj, satisfy (3.7) and solve (3.6). We then obtain
/Q (0V(8) - BVi(t) + p~ curl Va(t) - curl Vi () dr
= /Q (e0: Vi (0) - 0,Vi,(0) 4+ =" curl V,(0) - curl V4,(0)) da, t>0.
Proof. System (3.6) and integration by parts imply
0= / / th )+ curl ™ Leurl Vh) -0V, do dt
=3 /0 at/g (at(gvh) -0,V + pteurl Vy, - curl Vh) dz dt
- % { /Q OV () - DVi(t) + = curl Vi(#) - curl Vi (£) dae
— /Qaach(O) - 0: Vi (0) + ! curl V3, (0) - curl V4, (0) dz| . O

The following observability estimate for 0;V}, is the core step in our arguments.
10



Proposition 3.2. Assume that (H) and the non-trapping condition (2.2) hold. Let
Vi, satisfy (3.7) and solve (3.6). Then for any a > 0 there exists a time To > 0
such that for T > To we have

T
t/u@me+kmnﬂmﬁyug/ /|@WFM@t
Q 0 N,

For the proof of Proposition 3.2 we need several auxiliary results. In the first
one we use the Lax-Milgram lemma to construct a multiplier, cf. [13]. We endow
the space H = Hyo(curl) N H' (div. 0) with the norm [l i (cury- By Lemma 2.3 the

operator curlg: H — HZ,(div0) is boundedly invertible.

Lemma 3.3. Take a map 0 € L>(Q) with 9=1on Ny and suppd C N, for
some a >0, and f € L*(Q). Then there is a unique solution w € H C H(Q) of

Vi eH: / pot Cur1w~cur1¢dx:/ Iy de. (3.11)
Q Q
It satisfies
lwllar < llwllyy S 19F1 22 (3.12)
Proof. Theorem A.6a) of [15] (with v = 0 and uw € Hyo(curl)) yields
el S Nl e + leurlul s + div(ew)] .
Since the divergence of eu vanishes for u € H and the curl is invertible, we see that
llull g1 S [leurlul|, - for u € H.

Hence, the bilinear form on the left-hand side is coercive and bounded. The asser-
tion then follows from the Lax—Milgram lemma, using that L?(Q) — H*. O

For a time dependent f € C'(Rxq,L?) we obtain a solution w(t) of (3.11) for
each t > 0. The regularity of f transfers to w as shown next.

Remark 3.4. Let f € C'(Rx0,L?()) in Lemma 3.3. We then obtain
a) w € C*(Rxo,H) and
b) (@) S JI1F @) de, (0w S [910:.f(2)] da.

Proof. We first check that w is C!. Its Lipschitz continuity follows from (3.12) and
linearity via

17 (wt+ 1) = w®) | g0 S |5 (FE+R) = FO)]] -

Hence, w is differentiable in H*(Q) for a.e. t > 0. We can now differentiate (3.11)
in t a.e., obtaining

/;flcurl(?tw'curlwdx = / 90, f1) d.
Q Q

As above we then infer the continuity of dw from (3.12), which also yields the
second estimate. The first one follows from (3.12) for w. O

We now turn to the proof of the core result of this section.
Proof of Proposition 3.2. 1) Let T > 0, x € C}(Q), and m(z) = z — z¢ for some
xo € R3. We multiply (3.6) with the Morawetz multiplier ym x curl Vj, obtaining

T
0= / / (0:(20: Vi) + curl ' curl V) - (xm x curl V) dz dt
0 Jo

T T
= / (‘3,5((88ch) - (xmx curl Vh)) dzdt — / /(sach) . (mecuﬂ@ch) dz dt
0 Ja 0 Jo

11



/ / Leurl Vy, - curl (xm x curl V3,) da dt

- / j{ p~teurl Vi, - (v x (xm x curl V3,)) ds dt
0 Joo
= L+I,+I.+1° (3.13)

In the above four integrands we have to eliminate the second derivatives of V;,,
which is easy for I;. In the following we freely use standard formulas from vector
analysis. Also integrating by parts and exploiting tr; 9;V}, = 0, we compute

T T
It = / / curl 8ch . (Xm X Eatvh) dx dt = / / atvh . curl(xm X Each) dx dt.
0 JQ 0 JQ

Since div(eV}) = 0, the integrand can be rewritten as
curl(xm x €9;V},)
= (£0Vi - V) (xm) — x(m - V)(e0;V3,) + xmd, div(eV},) — €8, V}, div(xm)
= (£0Vi - VX)m + xe0 Vi — x(m - V) (€0, Vi) — (€0,Vi)Vx - m — 3xed, V.

Only the middle term involves second derivatives of V. In this summand of the
integrand we can take out the gradient via

X(m . V)(s@ch) ach = 2x(m V)(e@ch Gch) ((m V) )3ch . ach

by means of the product rule. The remaining problematlc part of I; is now inte-
grated by parts resulting in

T
1
—/ / 5x(m V) (0t Vg, - OrVy) da dt
o Ja
Tron 3
= (*(VX -m) (Vi - OeVi) + = x(e0:Vy, - Gch)> dz dt
o Ja \2 2
Troa
— / 7{ —xv - m(edVy, - 0:V},) ds dt.
0 Joa 2
Recalling € = € + (m - V)e from (2.2), we conclude
r 1 1
I = / / [_§X§8tvh‘atvh - i(Vx-m)(each'ach) + OV - (53ch‘VX)m} dxdt
0 Ja

T
1
—/ 7{ —xv - m(ed¢Vy-0:V4) dg dt. (3.14)
0 Joa 2
We next treat I. in a similar way, reformulating it as
I. = / / Leurl Vy, - [div eurl(Vy,) xm — div(xm) curl V)
+ (curl V, - V) (xm) — (xm - V) curl V3, | dz dt.

The last term is the only problematic one. As above it is equal to

/ / Leurlvy,) - ((Xm - V) curl V;L) dz dt
Q

= 5/ / (Xm VY curl Vi, - curl Vi, — x(m - V) (™! curl Vj, - curl Vh)}dx dt.
0JQ

We integrate by parts the last term and obtain

T
1
I. = / / pteurl vy, - ((curl Vi - Vx)m + x curl V,, — 3 div(xm) curl Vh>dx dt
0 Jo
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1 T
+ 3 / / ((Xm . V);fl) curl Vj, - curl Vj, do dt
0 Jo
1 (T
- f/ j{ x(m-v)(p~tcurl Vj, - curl V,) de dt
2 Jo Joa
r 1
= / / [_§Xﬁ_1 curl Vi, - curl Vi, + p~ ' eurl Vi, - ((curl Vj, - Vx)m)
0 Jo
1
- f(m Vx)(curl Vi, - =t curl Vh)}dm dt

— f/ ]{ (m-v) (=t eurl Vi, - curl V4,) ds dt, (3.15)
o0

Note that (2.2) implies ji_1 == p~ ' —m-Vu~t >nu=t.

Using Lemma 2.6, the last integral in (3.13) can be rewritten as

T
7/ % pteurl Vi, - (v x (xm x curl V) ds dt
0 Jog

T
= / j{ v (ptewrl Vi, x (xm x curl V3,)) ds dt
[219]

/ 7{ (v-m)(u ' eurl Vj, - curl V) dg dt. (3.16)
a0
Equations (3.13), (3.14), (3.15) and (3.16) then yield the core identity
1
/ / ix(éatvh - OV, + ,Ffl curl V3, - curl Vh) dz dt (3.17)
0 Jo
T

= {/ e Vi - (xm x curl V) dx]
Q 0

T
1
- / §(Vx -m) (E@ch -0, Vi, + pteurl V, - curl Vh) dz dt
Q
T
+ / / (m - Vi) (0eViy - V) + (m - =t ewrl V) (curl Vi, - V) da dt
0 Ja

T
1
+ / % ix(m V) (u_l curl Vj, - curl Vj, — €0, V3, - 8ch) dg dt.
oQ

2) We first take x = 1. Then (3.17) and the non-trapping condition (2.2) imply
T
77/ / (|8ch|2 + |eurl V|2 ) dz dt
0 Jo
< / |0: Vi, (T)] |curl Vi (T)| d —|—/ |0: V1, (0)] |curl V4,(0)| dz
Q Q
T
+ / % (V -m)(pt curl Vi, - curl Vi, — €0,V - ach) dg dt.
o0
Next, for x € C'(Q) with x = 1 on 9 and support in N, 4, Equation (3.17) yields
T
‘ / f (v-m) (u_l curl Vj, - curl V3, — €0;Vy, - ach) dg dt‘
o0
< / 10, Vi (T)] |eurl Vi (T)| d +/ 10,V (0)] |eurl Vi (0)] da
Q Q

T
+// (|8ch|2+|Cur1Vh\2)dxdt.
0 JN, .,
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The last two estimates lead to

T T
/ / ([0:Vi|? + | cwrl Vi, |?) dz dt < / / (10:Vi]? + |curl V; [* ) dar dt
0 Jo o JN

+/ |8ch(T)|\cur1Vh(T)|dx+/ 19, Vi (0)] [curl V3, (0)] dz.  (3.18)
Q Q

3) Inlight of Lemma 3.1 we only have to estimate the curl term on N, /4 to obtain

the desired result, see (3.21). To this aim, take ¢ € C''(Q) with supp¥ C N,/ and
¥ =1on N,/ Equation (3.6) and integration by parts yield

0= / / (eVi) + curl(p~t curl V3,)) - (9V4,) dac dt

T

__/ /gatvhﬁt(ﬁvh)dwdﬁ [/Q(Eatvh)%?‘/hdx}

0

/ / Leurl v, - ﬁcurl Vi + Vi x Vh) dzdt

—|—/ j{ (v x p~teurl V) - (9V3,) dg dt.
0 Joa
The boundary integral vanishes by (3.6) since
(v x pteurl V3,) - (9V3) = (0Vi x v) - (u™ L eurl V) = 0

on 9Q. As p=t > n/||pllee, for any § > 0 we derive

T T
// \cuerh|2dxdt§// # |curl V| da dt
0 JN,u 0 JN,s
T T T
55// |cur1Vh|2dxdt+05// |Vh|2dxdt+// |8, Viu|” dzz dt
0 JNys 0 JN,/» 0 JNy/2

+ / (18:Va(D)* + [Va(T)[* ) da + / (18:Va(0)]* + V& (0)]?) da.
Q Q

We insert this inequality into (3.18) and absorb the curl term fixing a small 6 > 0.
Using also Lemma 3.1, it follows

T
//(|8ch|2+|cur1Vh|2)dxdt (3.19)
0 Q
T
5// (|Vh\2+|8ch|2)dxdt+/ (10:V (0)[* + [curl V4, (0)]*) da.
0 JNy/2 Q

4) We have to get rid of the new term involving V},. Taking w € Hy(curl) from
Lemma 3.3 with f =V}, as a multiplier, like in step 3) we derive

07// (Vi) + curl(p ! curl V3,)) - wdz dt

T

/ / “Leurl V) - curlw — ey Vy, - Qyw) dz dt + [/ AR wdx}
Q Q 0

As V}, belongs to H by (3.7), Equation (3.11) with V}, = ¢ then yields
T

T
0:/ / (9 [Val* — 0, Vi - Bpw) da dt + [/ gatvh.wdw}
0 Jo 0
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The properties of 19, Remark 3.4, Lemma 3.1 and Lemma 2.3a) then imply

T T T
// |Vh\2dmdt§6//|8ch|2dmdt+05/ /matvhﬁdxdt
0 JN, 0 Jo 0o Jo

+/(|6ch(T)|2 + IVh(T)\Q)dx+/(|8ch(O)|2 + Vi (0)?)dz
Q Q

T T
§5/ / |5ch|2d$dt+C5/ /ﬁ\@ch\dedt
0 JQ 0 Ja

+/ (10:Va () + [ewl Vi (0)[? ) da.
Q

We insert this inequality in (3.19). For a fixed small § > 0, the space-time term
without localization can be absorbed by the left-hand side resulting in

T
/0 /Q(\am,,F + |curl V3, |*) da dt (3.20)

T
5// |8ch|2dmdt+/ (|0eVi(0) [ + | curl V4, (0) %) da.
0o JN, )

5) In a final step we simplify the time integral on the left-hand side of (3.20) by
means of Lemma 3.1, and obtain

T/ (10:Vi(0)]? + | curl V4, (0)]?) dz < co/ (10:Vi(0)]? + | curl V,(0)]?) da
Q Q

T
+ cl/ / |8, Viu|* dt da (3.21)
0o JN,
for some constants c¢; > 0. Taking 17" > ¢y, we conclude
2 2 ‘1 g 2
/ (19Va(O) + | curl Vi (0)?) de < / / 0,3 % dt da. 0
Q T—colJo Jn,

One can also show such an observability estimate for V}, instead of 0;V},; that is,
for the solutions to a homogeneous Maxwell system (o = 0) with divergence free
initial values. As in [13] we pass to an antiderivative in the proof.

Corollary 3.5. Assume that (H) and the non-trapping condition (2.2) hold. Let
(Vi, Wy) satisfy (3.7) and solve (3.4). For each a > 0 there exists a time To > 0
such that for T > To we have

T
/Q (Ve () + [Wa(0)2) da /0 /N Wildsat

Proof. Since uWp,(0) € HX,(div0), Lemma 2.3a) yields a field ug in Hyg(curl) N
HY(div. 0) with curlug = —uW}(0). We set

t
u(t) = wug + / Vi(s) ds, t>0,
0

obtaining «(0) = ugp and 9;u(0) = V},(0). Note that u satisfies (3.7). We check that
u solves (3.6) with different initial values. The definition of uy and (3.4) yield

92 (cu(t)) = 9, (eVi(t) = curl Wy (t) = curl (ufl (uwh(o) + /O t B (W (s)) ds))
= —curl (,u_l curl (uo + /Ot Vi(s) ds)) = —curl (1" curlu(t)),

t
try u(t) = tryug + / try Vi(s) ds = 0,
0
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t
div(eu(t)) = div(eug) + / div(eVi(s))ds = 0.
0
The corollary now follows from Proposition 3.2 as d;u = Vj, and curlu = —uW,. O

Remark 3.6. In Lemma 3.1, Proposition 3.2 and Corollary 3.5 we have as-
sumed that (V4,(0), W, (0)) = (Vh(g), W}(Lg)) belongs to D(A?) and so the solutions
Vi, Wy) = (V}En),W}(Ln)) satisfy (3.5). By the approximation argument discussed
after (3.8), the lemma and the proposition can be extended to (V3 (0), W,(0)) in
D(Ap). Similarly, one derives the corollary for (V,(0), Wx(0)) € Xp,.

We reformulate the above corollary as (exact) observability and controllability
of (1.1)—(1.4) with div(eE) = 0 and ¢ = 0. In this charge-free case we have
p=0and (V},,W,) = (E, H), see (2.9), (3.2), (3.4) and (3.8). The equivalence of
observability and controllability is shown in Theorem 11.2.1 in [19], noting that Ay,
is skew-adjoint in X, = H" (div. 0) x H2(div, 0), see (3.3).

Theorem 3.7. Assume that (H) with o = 0 and the non-trapping condition (2.2)
hold. Let a > 0. Then there is a time To > 0 and a constant ¢ > 0 such that for
(Eo, Hy) € X}, we have

To
/ (1Bof? + | Hol?) de < c/ / \B|? dar dt,
Q 0 N,

where (E,H) € C(Rxo, X},) solves (1.1)—(1.4) with o = 0.

Moreover, for each T > To and (E1, Hy) € Xy, we find a current J € L*((0,T) x
N,) with values in H' (div. 0) such that (E(T), H(T)) = (E1, Hy) for the solution
(E,H) € C(Rso, Xp) of (1.1)~(1.4) with o E replaced by J.

4. EXPONENTIAL DECAY
We now present the second main result of the paper.

Theorem 4.1. Let (H), (2.1) and (2.2) hold. Then there exist constants M > 1
and w > 0 such that

I(E@), H®)|L: < Me™"||(Eo, Ho)llz2, >0,
for the solution (E,H) of (1.1)-(1.4) with initial value (Eo, Hy) € X.

Our proof relies on Lemma 4.3 which estimates the usual energy through
time derivatives. This is needed to control the inhomogeneous part (V;, W;) via
Lemma 4.5. Theorem 5.4 of [16] provides such an inequality for constant ¢ and
1 and for connected 02 and w. The argument there is based on the splitting
E =V + Vp. We could not extend this approach to our setting and proceed in a
more direct way using the following estimate of F on wv.

Lemma 4.2. For E € H" (div. 0,v) N H(curl,v), we have
1Bl 20y S Neurl B 2y + [ltre Ell g-1/2(9,) -

Proof. By Proposition I1X.1.3 of [4] the field E belongs to e 'curl H'(v) =
HY(div. 0,v), see also Lemma 2.3. In view the decomposition (2.8), we can thus
compute its norm in L2(v) by testing with ¢ = e~ curl® for ® € H'(v). Theo-
rem 3.4.1 in [1] allows us to choose the vector potential ® such that [[®] () <
leellp2.- It follows

||EHL§(U) = sup /E cepdr < sup /E -curl @ dx. (4.1)
peHT (div. 0,v), Jv dcH' (v), Jv
HLpHng):l ||‘I>HH1(U)=1
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Integration by parts then yields

/ E-curl®ddz = /CUI'IE - O dx + <tI‘t E, (I)>H*1/2(8U)
< lleurl Eff o) 1@l 20y + lore Ell gr-1/2(90) 1] 1oy
We infer the assertion by inserting this inequality into (4.1). O

The next proof relies on the assumption that o either vanishes or is uniformly
positive.

Lemma 4.3. Let (H) and (2.1) hold. Take a solution (E,H) of (1.1)—(1.4) as in
(2.5). The energies £ and D from (2.6) then satisfy

ET)<D(T), T>0.

Proof. We adopt some ideas from the proof of Theorem 5.4 in [16]. Condition (H),
the Maxwell equations (1.1), (1.3) and integration by parts lead to

O’o/w |Et))? de < /QO’E(t) -E(t) = / (—ed,E(t) + curl H(t)) - E(t) dx

Q
_— / cOE(t) - E(t) — / H(t) - pd H(E) da
Q Q
< VEDO VD). (4.2)

Using also (2.5), Lemma 2.3b) and (1.1), we then estimate the magnetic field by
2 2 2 2
IHOIZ2 S llewl H@)[L2 S ledE@)| L2 + 0 E@)l. S D)+ VE@DD(E). (4.3)
To control E on v, we recall
2
IEON 220y S lleurl E() 720y + [Itre E@)] g-1/2(5,) -
from Lemma 4.2. Since E € H(curl), Proposition 2.2.32 in [1] shows that tr; g, F =
tr, 90 F on Ouv. From the usual trace estimate and Equation (1.1) we thus deduce
L) 50y % e BOOl g+ 5 By ) S DO H O g+ IEOl e
S e H@) 2 + 1B L2 ) -
Combined with (4.2) and (4.3), we arrive at

E(t) < avVEMVD(t) + c2D(t) < 2E(t) + CD(2)

which yields the assertion. O

The time derivative of magnetic field can be estimated by the electric one using
our Helmholtz decomposition. We proceed similar as in the proof of Lemma 5.2 of
[16], see also Proposition 4.4 in [12]|. Here and below the estimates depend on the
end time, which fortunately does not cause problems in the main argument.

Lemma 4.4. Let (H) hold. Take a solution (E, H) of (1.1)~(1.4) as in (2.5). For
T > 0 we then obtain

T T T
//|3tH|2da:dt§(1+T)/ / |8tE|2dxdt+/ /0E~dedt.
0 JQ 0 JOQ 0 Q

Proof. Fix ® € C2°((0,T)) such that 0 < ® <1 and ® =1 on [37T, 27]. In (2.12)
and (2.13), we have decomposed E = V + Vp with V € Hyp(curl) N H'' (div. 0).
Furthermore (after regularization) E solves the second-order problem
€0?E = —curl(p~ ! curl E) — 00, E.
17



Starting from (1.1) and integrating by parts, we then compute

T T
//¢2u8tH~6tdedt z/ /<I>QCurlE-/flcur1dedt
0 Jo 0 Ja
T
:/ /<I>2cur1V~u_1curldedt
0 Jo

T
:/ /(I>2V~curl (/flcurlE) dx dt
0 Jo
T
:—/ /<I>2V~(58t2E+08tE) dzdt
0 /0

T
:/ / ((2920,®)V + 20,V ) - €0, E dx dt
0 JQ

T
—/ /@2V~08tdedt.
0 JQ

Lemma 2.3a) yields ||V, < |[curlV|;.. We also insert 9,V = 0,F — 0,Vp.
Hoélder’s inequality thus implies

T T
//®2u8tH~8tdedt§/ [||<I>’|\OO(5||c1>m1/2curlvy|i2+%HatE||2Lz)
0 JOQ 0
1
+ (10:Vpl 7 + 0Bl 72 ) + (8]|@p= /2 cur1V||iz t5 lod,E|[7- )} dt.

As curlV = —ud:H by (1.1), we can absorb the curl terms by the left-hand side.
Lemma 2.7 now leads to

T T T
//tDQMé?tH-&ngxdtS/ /|8tE|2dxdt+/ /|aE|2dxdt.
0 Q 0 Q 0 Q

By means of the energy estimates from Lemma 2.1, we conclude
T T
0 JQ 0
T
<3LD(37)+ 2T/ O E - O dx dt
0

2T/3 . 2 T
T/3 0

T T
5(1+T)/ /|8tE\2dmdt+/ /aE-Edmdt. 0
0 Q 0 Q

We next treat the inhomogeneous part of the fields. Duhamel’s formula and our
choice of the initial values lead to the following estimate.

Lemma 4.5. Let (H) hold and (V;, W;) as in (3.9) solve (3.8). We then obtain

T T
//(|8tV7;|2+|6tWi|2)dzdt§C’Tz/ /|06tE|2d:17dt.
0 JOQ 0 Q

Proof. We use the generator Ay, of Tx(+) from (3.3). Equation (3.8) and the subse-
quent comments imply that

(&((%) = Th(t) <m90> - /0 t Ty (s) (e‘laE(t - s)0+ 0, Vp(t — s)) e,
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Because of (2.5) and Lemma 2.7 we can differentiate this formula in L? with respect
to t, where the resulting initial values vanish due to (3.10); i.e.,

9 (%((?)) _ /Ot Tu(t — ) (5_108,5E(82)+ (9t2Vp(8)> .

Lemma 2.7 and Holder’s inequality now yield

T T t 2 T t
/ dtg/ </ |00, 2 ds) dtg/ t/ |00 |2 ds dt
0 0 0 0 0

T
§CT2/ / lod, E|* dz dt. O
0 JQ

2

oLV
8t W’L L2

The above estimates lead to the core inequality.

Proposition 4.6. Assume that (H), (2.1) and (2.2) hold. Let (E,H) as in (2.5)
solve (1.1)=(1.4), and To > 0 be given by Proposition 3.2. Then there exists a
constant y € [0,1) such that

E(T) +D(T) <~(£(0) + D(0)), T > max{Tp, 1}.

Proof. Lemmas 4.3 and 2.1 imply
T(E(T) + D(T)) < TD(T / / 10,E + 0,H|?) da dt.
We can first eliminate H be means of Lemma 4.4 via

T(S(T)+D(T))§(1+T)/OT/Q |6tE|2dxdt+/OT/QaE~dedt.

Here we will insert the decomposition 0, F = 0,V + 0;V; + 9, Vp established before
Lemma 3.1. Next, the homogeneous system (3.4) for (V,, W},), Lemma 3.1, and
Remark 3.6 show that the integrals

/ (s@ch . ach + [LatWh . atWh) dzr = / (56,5Vh . ach + ,u71 curl Vh - curl Vh) dz
Q Q

are constant in time. As T' > 1, we thus obtain
T T
TET)+D(T)) S T/ / (10:Val® + 0, Vi + |0,V p[?) da dt +/ / oE - Edrdt
0 Jo 0 Jo

< T2/ (|0:V3(0)]* + | curl V,(0)[?) da
Q

T T
+ T/ / (10:Vp|* +10:V;]?) dz dt +/ / oF - Edxdt.
0 Ja 0 Ja

The observability estimate of Proposition 3.2 and Remark 3.6 yield

T(E(T)+D(T))<T2/ /atvh 8chdxdt+T// (10.Vp* + 8, Vi]?) da it

/ / oF - Edxdt
Q

for T > To. After replacing again V;, = E — V; — Vp, condition (2.1) leads to

T(E(T) + <T2//08t ()dxdt+T2// (10:Vp[>+ |0, Vi[?)da dt

+/ /aE-dedt.
0 JQ
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Using Lemmas 4.5, 2.7 and 2.1, we finally deduce

TET)+D(T)) S T4/T/ (cE-E+0d,E-O,E)dzxdt
< C’T40(5(S(2)) — &(T) +D(0) — D(T)).
Setting v = % < 1, we conclude
E(T) +D(T) <~(£(0) + D(0)). O
Theorem 4.1 now follows by a simple argument.

Proof of Theorem 4.1. First let (Eg, Hy) € D(A). Iterating the estimate from
Proposition 4.6, we obtain constants M > 1 and w > 0 such that

E(t) +D(t) < Me™*"2(£(0) + D(0))

for all t > 0. Since E(t) = ||T(t)(Eo, Ho)|% and D(t) = ||AT(t)(Ey, Ho)||% by (2.6),
we have shown that T'(-) exponentially decays in D(A) with the graph norm. This
space is isomorphic to X by (I — A)~!, so that the assertion follows. O

Finally, we remove the divergence constraints in Theorem 4.1 by projecting in

X. = LZ(Q) x L2(Q) onto N(A,)* = R(A.) for the extension A, of A, see the
discussion after (2.5). Here we proceed similar to [14]. Then the theorem will
imply the exponential decay of the extended semigroup Te(-) to the kernel N(A,).

Lemma 4.7. Let (H) and (2.1) hold. We then have
N(Ae) = {(E, H) € Hyp(curl0) x H(curl0) | E =0 on w} = R(A.)".

Moreover, the orthogonal projection P onto N(A.) commutes with T, (), Te(t)P = I
fort > 1, and N(A.)* = R(A,) is contained in X.

Proof. 1) Take w = (E,H) € N(A.). This means that curl E = 0 and curl H =
oE. As tr, E = 0, integration by parts yields

0= (Acw|w)x, = /
Q
so that oE = 0 and thus £ = 0 on w by (2.1). This shows ‘C’ in the first asserted
identity. The converse inclusion is clear because of supp o = w.
2) Step 1) and integration by parts imply that the kernel N(A.) is orthogonal to
the range R(A.). To show N(A.) = R(4.)*, take h = (f,g) € X, with

(cwrlH-E—0E-E—cwlE-H)dz = —/ |0%E|2dx,
Q

0= (h|Acw)x, :/ (f-curlH — f-0E —g-curl E) da
Q

for all w = (E,H) € D(A.). Choosing (0, H) and (FE,0) with E,H € H}(Q), we
see that curl f = 0 and of + curlg = 0. If we insert (0, H) with H € H'(Q), it
follows (tr; f, H) gr-1/2(90) = 0 so that h € D(A¢). The formula in display with
h = w then implies fw of - fdx = 0 which yields f = 0 on w and curlg = 0; i.e.,
h € N(A.) by step 1) as needed.

3) Hence, R(A.) = N(A.)* is the kernel of P, implying PA, = 0 = A.P on
D(A.), and thus PT,(t) = T.(t)P = P for t > 0. Let (f,g9) = A.(E,H) for
some (E,H) € D(A.). Then g = —p~! curl E belongs to Hx,(div, 0) by Propo-
sition 6.1.4 in [1], and ef), = curl H to HT(div0,v) because of (2.1), Proposi-
tion IX.1.3 in [4], and the density of H'(v) in H(curl,v). As a result, R(4.) is
contained in X. O
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Corollary 4.8. Let (H), (2.1), and (2.2) hold. Then there exist constants M' > 1
and w > 0 such that for (Eo, Hy) € X, = LZ(Q) x L, () we have

I(Te(t) — P)(Eo, Ho)|l 1o < M'e™“"||(Eo, Ho)ll 2, t>0.
Proof. Lemma 4.7 yields T, (t) — P = T.(t)(I — P) = T(t)( — P) so that the result
follows from Theorem 4.1. O
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