STRUCTURALLY DAMPED PLATE AND WAVE EQUATIONS
WITH RANDOM POINT FORCE IN ARBITRARY SPACE
DIMENSIONS

ROLAND SCHNAUBELT AND MARK VERAAR

ABSTRACT. In this paper we consider structurally damped plate and wave
equations with point and distributed random forces. In order to treat space
dimensions more than one, we work in the setting of L9-spaces with (possibly
small) ¢ € (1,2). We establish existence, uniqueness and regularity of mild
and weak solutions to the stochastic equations employing recent theory for
stochastic evolution equations in UMD Banach spaces.

1. INTRODUCTION

Structurally damped plate and wave equations have been studied intensively in
the deterministic case. In such equations the damping term has ‘half of the order’
of the leading elastic term, as it has been proposed in the seminal paper [38]. Point
controls and feedbacks in elastic systems lead naturally to perturbations of damped
equations by Dirac measures, cf. [29]. In this paper we investigate the situation
when such point perturbations act randomly. For a one dimensional spatial domain
S these problems have been treated in [31] by means of the well-established Hilbert
space approach to stochastic partial differential equations, see e.g. [18]. However, it
seems that in higher space dimensions d > 2 one cannot proceed in this way since
the irregularity coming from the point measure and the stochastic terms cannot
be balanced by the smoothing effect of the analytic semigroup for the damped
plate equation. The point evaluation acts via duality on the state space so that
it becomes even more singular if one works in the setting of L%(S) with ¢ > 2.
Thus it is natural to look for solutions in L9(S) with ¢ € (1,2); in fact, we need
q € (1,d/(d — 1)) for the plate equation and ¢ € (1,2d/(2d — 1)) for the wave
equation.

In the non-damped situation the stochastic wave equation and plate equation
are studied by many authors. Here the equation is usually analyzed using Hilbert
space methods. We refer the reader to [19, 36, 37] and [27], respectively, and to the
references therein.

Several authors have investigated stochastic partial differential equations on L?
spaces with ¢ € [2,00) (see [6, 28] and the references therein), whereas in our case
q € (1,2) it seems that the only known method is contained in the recent paper
[35]. Our analysis is based on the theory developed in [35]. Stochastic damped
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wave equations have been treated in various papers during the last years, see e.g.
[3, 4, 8, 14, 17, 22, 39]. However, it seems that random forces acting at a single
point in S have been studied only in [31] so far.

To be concise, we will focus on the model

ii(t,s) + Au(t, s) — pAa(t,s) = f(t,s,ult,s),u(t,s))

+ b(ta S, u(tv 5)3 ﬁ(t s)) awgi(tt’S) + [G(t’ U(t, ')7 ’ll(t, ))
- o), il ) 22

t, ot }5(5—30), tel0,T], s €S,
u(0, 8) = up(s), 4(0,s) =u1(s), ses,
u(t,s) = Au(t,s) = 0, te[0,T], s€ds,

on a bounded domain S C R? of class C*. Here p > 0 is a constant and §(- — so)
is the point mass at sqg € S. The functions f,b, G,C are measurable, adapted
and Lipschitz in a sense specified in Section 5. The process w; is a Gaussian
process which is white in time and appropriately colored in space, as discussed in
Section 5. The process ws is a standard one—dimensional Brownian motion which
is independent of w;. Note that wy drives the point loading whereas w; governs a
distributed stochastic term.

In Theorem 5.1 we obtain a mild and weak solution (u(t),u(t)) € (W*9(S) N
Wy 9(8)) x L(S) of (1.1), where u and @ possess some additional regularity in time
and in space if the initial data are regular enough. We also state a related result
for the wave equation in Theorem 6.1. Our results can be generalized in various
directions. For instance, in (1.1) one could replace the Dirichlet Laplacian by a
more general elliptic operator. One can also allow for more general nonlinearities,
see Remarks 5.2 and 5.8, and one could treat locally Lipschitz coefficients to some
extent, see Remark 5.9. But for conciseness we will focus on the setting indicated
above.

For illustration, we further give a concrete simple example for (1.1).

Ezample 1.1. Consider for instance

ii(t, s) + A2u(t, s) — pAdf(t, s)
= C(u(t, ~))8w82t(t)5(5 — 50), tel[0,T], s€S,
(0, 8) = up(s), u(0,s) =wui(s), s €S,
u(t,s) = Au(t,s) =0, te[0,7], s €dS.

Here the function C : L*(S) — R is given by C(z) = [ ¢(x(s)) ds, where ¢ is fixed
Lipschitz function ¢ : R — R. This is a special case of (1.1) where f,b, G are zero.
Such a C' is indeed Lipschitz continuous. Moreover, if d < 3, then by Remark 5.2
one can even take C' : C(S) — R as C(x) = ¢(z(s1)), where s; € S is fixed. Using
Theorem 5.1 if ug and u; are appropriate one can obtain a unique solution w to
the problem (1.2). Moreover, u satisfies a certain space-time regularity. We refer
to Theorem 5.1 for details.

(1.2)

In Sections 2-4 we provide the necessary prerequisites for our main results. First,
we briefly discuss the theory of stochastic integration developed in [34]. This the-
ory is closely tied to the concept of Gauss functions and operators which is also
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presented in Section 2. Based on this material, in Section 3 we recall a theorem
on existence, uniqueness and regularity of mild solutions of parabolic stochastic
equations from [35]. In this theorem it is possible to consider deterministic and sto-
chastic terms taking values in so—called extrapolation spaces which are larger than
the state space. This fact is crucial for our approach since the Dirac functional
0(- — sp) lives in such extrapolation spaces. Moreover, one can use this flexibility
to extend the class of admissible processes wy, see the examples in Section 5.

The underlying deterministic equation is studied in Section 4, where we consider
the problem

ii(t) + pAza(t) + Au(t) =0, ¢ >0,

(1.3) u(0) = ug, w(0) = uy,

for a sectorial operator A on a Banach space E, see (4.3). (In (1.1) A is the square
of the Dirichlet Laplacian on E = L7(S).) Using the operator matrix

—A —pA:
one can reformulate (1.3) as an abstract Cauchy problem on the state space X =
D(A%) x E. Tt is well known that A generates an analytic semigroup on X if
E = L?(9), see [15], [29]. Recently, it has been shown in [13] that A also generates
an analytic semigroup in the Banach space case. (See [16], [23] and [25] for related
results.) In view of the stochastic problem, it is crucial to determine the inter-
and extrapolation spaces for this semigroup, see Proposition 4.1. It would be very
interesting to extend these results to damping terms which are more general than
pAz. In the Hilbert space case this is possible to some extent, see [15] and [29],
but this approach makes heavy use of the Hilbert space structure. Let us explain
the problem with an example, cf. [38]. In equation (1.1) it would be interesting to

study also the clamped plate equation, where u = % = 0 on 0S and n denotes

A= ( 0 I ) with D(A) = D(A) x D(A?)

the outer normal. If we let A = A2 with the above boundary conditions, then Az
is not a differential operator anymore. Instead of A%a, we would still like to have
A7 as a damping term, but this does not lead to the algebraic structure of (1.3).
Therefore, we do not know whether the corresponding operator matrix generates a
strongly continuous semigroup if q # 2.

We will write a < b if there exists a universal constant C' > 0 such that a < Cb,
and a = bifa < b < a. If the constant C is allowed to depend on some parameter 6,
we write a g b and a <~y b instead. Moreover, X always denotes a Banach space,
B(X,Y) is the space of bounded linear operators from X to another Banach space
Y, and we designate the norm in X and the operator norm by || - ||.

Acknowledgment — The authors thank the anonymous referee for helpful com-
ments.

2. PRELIMINARIES

Throughout this paper (2, F,P) is a probability space with a filtration (F;)>o.
This space is used for the stochastic equations and stochastic integrals below. In
Subsection 2.2 we recall the necessary definitions and facts from the theory of
stochastic integration developed in [34]. As a preparation, we discuss y-radonifying
operators and Gauss functions in the next subsection referring to [5, 21, 26] for
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proofs and more details. In the last subsection we describe a concept of Lipschitz
continuity which is crucial for our work.

2.1. y-radonifying operators. In this paper, (V,)n>1 always denotes a Gaussian
sequence, i.e., a sequence of independent, standard, real-valued Gaussian random
variables defined on a probability space (Q,ﬁ , ]f") A linear operator R : ' H —
X from a separable real Hilbert space H into a Banach space X is called a -
radonifying operator if for some (and then for every) orthonormal basis (hy,),>1 of
H the Gaussian sum Y, o, ¥, Rh,, converges in L?(€; X). The space v(H, X) of all
y-radonifying operators from H to X is a Banach space with respect to the norm

1Bl ox) = (B] 32 ki)
n>1

This norm is independent of the orthonormal basis (hy)n>1 and the Gaussian se-
quence (Vn)n>1. It holds that [|R|| < || Ry, x). Moreover, v(H, X) is an operator
ideal in the sense that if Sy : H — H and S5 : X — X are bounded operators, then
R € v(H, X) implies SoRS; € v(H, X) and
(2.1) 152 RS (|7, %) < IS2lll| Ry, x) (|2l
If X is a Hilbert space, then (M, X) is isometrically isomorphic to the space
S?%(H, X) of Hilbert-Schmidt operators from H into X.

We are mainly interested in the case that H = L?(M; H), where H is another
separable real Hilbert space with inner product [-, |y and (M,X, u) is a o-finite

measure space. Let ® : M — B(H,X). Assume that ®*z* € L?(M; H) for all
x* € X* and that there exists an R € v(L*(M; H), X) such that

(Rf,z*) = / (0.9 (2] dute)

for all f € L?>(M; H) and 2* € X*. Then we say that R is represented by ®. In
this case @ is called a Gauss function, and we write ® € v(M; H, E) and

1@y arim.x) = (1 Blly(z2 ar:m).0)-
We write v(M; X) instead of v(M;R, X). If there is no danger of confusion we
will identify R and @, cf. Subsection 2.3 in [34]. For a Hilbert space X, we have
v(M;H,X) = L*(M;S8?(H, X)) isometrically.
For the space X = LP(S), p € [1,00), the following well-known square function
estimate gives a useful way to verify that ® : M — B(H, X) is a Gauss function,
see [11, Proposition 2.1] and [10, Theorem 2.3] (also see [33, Proposition 6.1]):

22) s = | ([ 3 m?duo)

Lr(S)

2.2. Stochastic integration in UMD spaces. We now discuss the stochastic
integral for processes ® : [0, 7] x ! — B(H, X) as it was introduced and investigated
in [34]. Here X is a UMD Banach space and H is a separable real Hilbert space.
The reader is referred to [12] and [34] concerning UMD spaces. But, for the present
paper, it suffices to recall that the reflexive L4, Sobelev, Bessel-potential and Besov
spaces are UMD spaces.

We denote by L°(2; E) the vector space of all equivalence classes of measurable
functions from 2 to a Banach space E, and we endow L°(Q; E) with the convergence
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in probability. A process ® : [0,T] x Q — B(H, X) is called H-strongly measurable
if ®h is strongly measurable in X for all h € H, where we let (®h)(t,w) := ®(t,w)h.
The process @ is called H—strongly adapted if the map w — ®(t,w)h is Fi—strongly
measurable for all t € [0,T] and h € H. We also set ®,(t) = O(t,w).

An H-cylindrical Brownian motion is a family Wy = (Wg (t))iefo,r) of bounded
linear operators from H to L?(Q) satisfying

(1) Wgh = (Wg(t)h)iecjo,) is a real-valued Brownian motion for each h € H,
(2) EWg(s)g- Wg(t)h) = (s At) g, h]lg for all s,t € [0,T] and g,h € H.
Let 0<a<b<T,ACbe Fy-measurable, z € X, and h € H. The stochastic
integral of the indicator process 1(4 x4 @ (h ® ) is then defined as

T
/ Lapxa ® (h@z)dWg = 14(Wg(b)h — Wg(a)h)z.
0

(Analogously, one defines the integral for the trivial process ljgjx4 ® (h ® x).) By
linearity, this definition extends to adapted step processes @ : [0,7] xQ — B(H, X)
whose values are finite rank operators. An H-strongly measurable and adapted
process @ is called stochastically integrable with respect to Wy if there exists a
sequence of adapted step processes ®,, : [0,7] x Q — B(H, X ) with values in the
finite rank operators from H to X and a pathwise continuous process ¢ : [0, T]xQ —
X such that the following two conditions are satisfied:
(1) limpy—oo(Pph, x*) = (Ph,x*) in measure on [0,7] x  for all h € H and
¥ e X*;
(2) lim O, (t)dWg(t) =¢ in LO(Q;C([0,T); X)).
n—oo O
In this situation, ¢ is uniquely determined as an element of L°(Q; C([0,7]; X)) and
it is called the stochastic integral of ® with respect to Wy. We write

¢ :/ S dWy :/ O(t) dWg(t).
0 0
The process ( is a continuous local martingale starting at zero, see [34, Theorem 5.5].
Proposition 2.1. [34, Theorems 5.9 and 5.12] Let X be a UMD space. For an

H -strongly measurable and adapted process ® : [0,T] x Q — B(H, X) the following
assertions are equivalent.

(1) The process ® is stochastically integrable with respect to W.

(2) For all z* € X* the process ®*z* belongs to L°(2; L?(0,T; H)), and there
exists a pathwise continuous process ¢ € L°(Q;C([0,T], X)) such that for
all x* € X* we have

<g,x*>=/0' o' dWy  in LO(Q:C([0,T]));

(3) @, €~(0,T;H,X) for a.e. w € (.

In, this situation we have ¢ = [; ® dWy in L°(Q; C([0,T]; X)). Furthermore, for
all p € (1, 00),

t
p
2 sup || [ @aWul <px BIRI G 000
tejo, 71" Jo
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2.3. L%-Lipschitz functions. We now treat a class of Lipschitz functions which
is needed in the existence result for the stochastic equation presented in the next
section. See [35] for more details.

Let (M,X) be a countably generated measurable space and let p be a finite
measure on (M, u). Then L?(M, ) is separable. We then define

L2(M, p; X) v= (M, pi; X) N L*(M, p; X),
which is a Banach space endowed with the norm
H¢||L,2Y(M,M;X) = H¢||’7(M,;1,;X) + H¢||L2(M,/,L;X)'

Note that the simple functions are dense in L2 (M, u; X).

Let H be a separable real Hilbert space, let X; and X, be Banach spaces,
and let f : M x X; — B(H,X3) be a function such that for all x € X; we
have f(-,z) € v(L*(M,pu; H), X5). For simple functions ¢ : M — X; one easily
checks that the map s +— f(s,¢(s)) belongs to v(L?(M, u; H), X2). We call f an
Lgsz‘pschitz Sfunction with respect to p if f is strongly continuous in the second
variable and we have

(2.3) 1 (5 01) = fC b2y i, xo) < Cliér = b2l (v,usxy)

for a constant C' > 0 and all simple functions ¢1,¢s : M — X;. In this case the
mapping ¢ — f(+, #(+)) extends uniquely to a Lipschitz mapping from L?Y(M, w; X1)
into v(L?(M, u; H), X3). Its Lipschitz constant will be denoted by lef' Finally, if
fis L?Y—Lipschitz with respect to all finite measures p on (M, 3) and

L} :=sup{L) ; : pu is a finite measure on (M, %)}

is finite, then we say that f is a L?y —Lipschitz function.

In the next lemma we state a simpler sufficient condition for the LgfLipschitz
property. However, for this result one has to impose an additional restriction on
the Banach space X, which we first introduce. Let p € [1,2], and let (r;j);>1
be a Rademacher sequence, i.e., (7;);>1 is an independent, identically distributed
sequence with P(ry = 1) = P(r; = —1) = 5. A Banach space X has type p if there
exists a constant C}, > 0 such that for all z1,...,2, € E we have

(2.4) (g Z xj\f)% < cp(i ||mj||p)?

For more information on this concept we refer the reader to [21] and the references
therein. We recall that every Banach space has type 1, that the spaces LP(S),
1 < p < 00, have type min{p, 2} and that Hilbert spaces have type 2. The property
has a certain ordering: If X has type p, then X has type p for all 1 < p < p as well.
Furthermore, every UMD space has nontrivial type, i.e., type p for some p € (1,2].
But we will not need this fact. In type 2 spaces the L?YfLipschitz property can be
checked using only the norm in v(H, X3).

Lemma 2.2. [35, Lemma 5.2] Let Xo be a space with type 2. Let f: M x X; —
v(H, X2) be a function such that f(-,x) is strongly measurable for each x € X;. If
there is a constant C' such that

(2.5) 1S (sy )y (11, x2) < C(LA+ []]),
(2.6) 1/ (s:2) = F(8,9)ly(ar.x2) < Cllz = 9|
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or all s € M and x,y € X1, then f is a L?-Lipschitz function. We also have
¥
L} < CoC for the constant Co from (2.4). Moreover, f satisfies

(s D2 usiry, xo) < C2O(1 + (|0l L2 (a1, x1)) -

If f does not depend on M, one can check that (2.3) implies (2.5) and (2.6).
Clearly, every L%—Lipschitz function f : Xy — ~(H,Xs) is a Lipschitz function.
The converse does not hold (see [32, Theorem 1]). The next example shows that
standard substitution operators are L%Lipschitz.

Ezample 2.3. [35, Example 5.5] Let p € [1,00), (M, X, 1) be a finite measure space,
and b : R — R be Lipschitz continuous. Define the Nemytskii map B : LP(M) —
LP(M) by B(p)(s) := b(p(s)). Then B is L2-Lipschitz with respect to p.

3. THE ABSTRACT STOCHASTIC EVOLUTION EQUATION

Recall that (£, F,P) is a probability space with filtration (F)¢cjo, 7). Let Hy
and H; be separable real Hilbert spaces. Let X be a UMD Banach space and let
Y be a Banach space. On the Banach space X we consider the problem

dU(t) = (AU(t) + F(t, U(t)) + AcG(t, U(t))) dt
(SE) + B(t,U(t)) dWy, (t) + AcC(t,U(t)) dWp,(t), t € [0,T],
U(0) = Up.
We assume that A generates an analytic Cp—semigroup (S(t))i>0 on X. Thus,
there are constants M > 1 and wy € R such that [|S(¢)|| < Me*o! for t > 0.

Let w > wgy. Our further assumptions make use of the fractional power scale
associated to A, see e.g. [1]. For a € [0,1], we define the space X, = D((w — A)%)

with the norm ||z||, = ||[(w — A)%||. For ¢ € [0,1], we further introduce the
extrapolation space X_y which is the completion of X with respect to the norm
llz||—6 = ||(w—A)~?z||. The operator A has a restriction (extension) to an operator

on the space X, (the space X_p) which generates the analytic Cp—semigroup given
by the restrictions (extensions) of S(t) on the space X, (the space X_p). We usually
denote the restrictions and extensions again by A and S(t). Moreover, (w — A)?
is an isomorphism from X, to X,_g, where -1 < a — 8 < a < 1. Finally, X, is
continuously embedded into X,_g.

Going back to (SE), we now list the assumptions on the linear operators A; :
Y — X 4, for j = G,C and on the functions

F:[0,T| xQx X, — X, G:[0,T] xQx X, =Y,
B:[0,T] xQx X, — B(Hy,X_g,), C:[0,T] x Qx X, — B(H,,Y).
Here the exponents a, 0, 05, 0c belong to [0, 1], but in the next theorem we impose

further restrictions. Moreover, the initial value Uy : @ — X, has to be strongly
Fo-measurable. The interval [0,77] is endowed with the Borel o-algebra By 17

(H1) A generates an analytic strongly continuous semigroup (S(t))>0 on X.

(H2) The map (t,w) — F(t,w,x) € X is strongly measurable and adapted for
each x € X,;. The function F' has linear growth and is Lipschitz continuous
in z uniformly in [0, 7] x §; i.e., there are constants L, Cr > 0 such that

|F(t,w,z) — F(t,w,y)llx < Lelle = ylla,
[E(tw, )|l x < Cr(l+|z]la)
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forallt € [0,T],w € Q, and z,y € X,.

(H3) The map (t,w) — G(t,w,x) € Y is strongly measurable and adapted for all
z € X,. The function AgG has linear growth and is Lipschitz continuous
in z uniformly in [0, 7] x §; i.e., there are constants Lg, Cg > 0 such that

”AG(G(tawax) - G(tvwvy))”*GG < LGHx - yHllv
[AcG(tw, z)]-6c < Cr(1+[z]a)
forallt € [0,7T],w e Q, and z,y € X,.

(H4) The map (t,w) — B(t,w,z) € B(Hy, X_¢,) is Hi-strongly measurable and
adapted for all z € X,. The function B is L?Y—Lipschitz of linear growth
uniformly in §; i.e., there are constants L} and C}, such that
1B(-,w, 1) — B(sw, &2)ly((0,7), 11, % o) < LElld1 — S2lL2 ((0,7),1%0)

I B(,w, o)l (0,7),mk1,% 6,) < CHL+ NP1l L2 (0,7),:x0))-
for all finite measures p on (0,77, By, 1)), for all w € Q, and all ¢1,¢2 €
L3((0,T), 15 Xa).-

(H5) The map (t,w) — AcC(t,w,z) € B(Hs, X_p,) is Ha-strongly measurable
and adapted for all x € X,. The composition AzC is Lgy—Lipschitz of linear
growth uniformly in €; i.e., there are constants L}, and C/, such that

[Ac(C(w, ¢1) = C(w, $2)) 1 ((0,1) 3 Ha, X o) < LENS1 = b2ll22 ((0,7),: %)

[AcC (-, w, ¢1)||~,((0,T),H;H2,X,ec) <CL(1+ H¢1HL3((0,T),M;XQ))

for all finite measures p on ([0, 7], B, 7)), for all w € Q, and all ¢1,¢2 €
L3((0,7), u; Xa).

For p € [1,00) and a € (0, 3) we define V2 ([0,T] x ©; X) as the linear space of

continuous adapted processes ¢ [0,T] x © — X such that

=

T
lo(, w)lleorix) + (/0 [[s = (t— 8)_“¢(87w)||’§(p(o,t),x) dt) <00

for almost all w € Q. In V2 ([0, 7] x Q; X) we identify indistinguishable processes;
i.e., processes ¢ and ¢ such that a.s. for all ¢ € [0,T] we have ¢1(t) = @2(t).

In order to introduce our solution concept, we recall some notation from [35].
For ¢ € L'(0,T; X _4) with 6 € [0,1), we write

(3.1) S * ¢(t) / S(t—s)p te[0,T].

Young’s inequality and the regularity properties of S(t) yield S * ¢ € L1(0,T; X).
For j = 1,2 and processes ® : [0,T] x Q — B(H;, X_) with 6 € [0, 3) which are
H-strongly measurable and adapted and such that for all ¢ € [0, 7] the map

s— S(t—s)®(s) belongs to ~(0,¢ H;, X),

almost surely, we set
(3.2) So; ® /St—s 5) AW, (s).

This integral exists for each ¢ € [0,T] due to Proposition 2.1.

Definition 3.1. An X,-valued process (U(t))¢cjo,r] is called a mild solution of
(SE) if
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(i) U:[0,T] x Q — X, is strongly measurable and adapted,

(i) F(-,U) e L°(Q; LY(0,T; X)),

(iii) 0 € [0,1) and A¢G(-,U) € L°(Q; L'(0,T; X_y.)),

(iv) for allt €[0,T], (s,w) — S(t—s)B(s,U(s)) is Hy-strongly measurable and
adapted and belongs to v(0,t; Hy, X) almost surely,

(v) for allt € [0,T], (s,w) — S(t —s)AcC(s,U(s)) is Ha-strongly measurable
and adapted and belongs to v(0,t; Ha, X) almost surely,

(vi) for allt € [0,T], the following equality holds a.s. in X :

Ut) =St Uo+S*F(-,U)(t)+S*xAcG(-,U)(t)+So1 B(-,U)(t)+So2 AcC(-, U)(2).
Definition 3.2. An X,-valued process (U(t))icjo,r) is called a weak solution of

(SE) if
(i) U is strongly measurable and adapted and has paths in L'(0,T; X,)) a.s.,
i

(i) F(-,U) € L°(Q; LY(0,T; X)),
(iii) ¢ € [0, 1) and AgG(-,U) € L°(Q; LY(0,T; X _p,)),
(iv) 0 €10,3) and B(-,U) : [0,T] x Q — B(Hy, X_g,,) is Hy-strongly measur-

able wzth
T
/0 | B(t, U(t))||QB(H1’X_€B) dt < oo almost surely,
(v) Oc €10,1) and AcC(-,U) is Ha-strongly measurable with

T
/ IAcC(t, U(t))||28(H27X790) dt < oo almost surely,
0

(vi) for allt € [0,T] and x* € D(A*), we have
(U(t)2") = (uo, z7)

(3.3) = /0 (U(s), A"x*) + (F(s,U(5)) + AgG(s,U(s)),z*) ds
-‘r/o B*(s,U(S))g;* dWH1(8)+/ (ACC(&U(S)))*QS*dWHz(s),

0
almost surely.

The following result and its proof are standard in stochastic evolution equations
(cf. [18, Theorem 5.4]). Since our setting slightly differs from the existing literature,
we include a short proof.

Proposition 3.3. Let X be a UMD space. Let 6 € [0,1), 0p,0c € [0,3) and let
a €[0,%). Then the following assertions hold.
(1) If U € Lo LY(0,T; X,)) is a mild solution of (SE) such that Definition
3.2 (ii)—(v) hold, then U is a weak solution of (SE).
(2) If U is a weak solution of (SE) such that Definition 3.1 (iv)—(v) hold, then

U is a mild solution of (SE).

Proof. We will write F = F + AgG, H = H, x Hy, and B = (B, AcC).
(1) Let t € [0,7] and z* € D(A*). From the definition of a mild solution,
Proposition 2.1 and the (stochastic) Fubini theorem we obtain that almost surely

/Ot<U(s),A*;v*>ds
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/(uO,S( A" ds+/ / ,S(s—r)"A*z*)dsdr

// r))S*(s —r)A*x" ds dWg (r)
= <S(t)u0,x*>—<u0,x*>+/0 <S(t—r)ﬁ‘(r,U(r)),x*>dr—/0 (F(r,U(r)),x*}dr
+/Oté (r, U () S* (£ — r)z* AWy (r / B (rU(r)2" dWi(r)
= (U(t), ") — (o, ") — / (F(r,U(r)), a") dr - / B (r, U ()" dWi (7).

This shows that U is a weak solution.
(2) Fixt e [0,T]. Let f € C([0,t]), z* € D(A*), p = f @ 2*, and U be a mild
solution. It6’s formula implies that

(34) (U@, 0(0) = (uo, 0(0)) + / (U(s), A%0(s)) + (F(5,U(s)), o(s)) ds
" / (U(s), /() ds + / B (5, U(s))p(s) dWis (s),

almost surely. By linearity one can extend (3.4) to functions ¢ : [0,¢] — D(A*)
of the form ¢ = 25:1 fn ® 2, with f, € C([0,t]) and =} € D(A*) for all
n =1,...,N. By density this extends to all ¢ € C1([0,t]; D(A*)). In particular,
for x* € D((A*)?) we can take ¢(s) = S*(t — s)z* and thus deduce

({U(t),z*y — (S(t)ug, z™) :/0 <S(t—s)F(s,U(s)),x*>ds
+/ B*(s,U(s))S*(t — s)z* dWg(s),
0

almost surely. Since the integrals in Definition 3.1 exist by our assumptions, the
Hahn-Banach theorem yields that U is a mild solution. O

We can now formulate the main abstract existence and uniqueness result which
is a consequence of Theorems 7.1 and 7.2 in [35].

Theorem 3.4. Let X be a UMD space with type T € [1,2] and suppose that (HI)-
(H5) are satisfied. Assume that 0 < a+0g < 3 — 1 and a+max{0p,0c} < &. Let
Uy : Q — X, be strongly Fo—measurable. Then the following assertions hold.
(1) Ifa € (0,%) and p > 2 are such that a + max{0p,0c} < a — 1, then there
exists a unique mild solution U € V2 ([0, To] x Q; X,) of (SE)
(2) Let A > 0 and § > a satisfy A+ 0 < min{l — 9@,% —0p,% —0c}. Then
the mild solution U of (SE) has a version such that almost all paths satisfy
U — SUy € CM[0,T); X5).
Proof. In [35] the problem

- dU(t) = (AU(t) + F(t,U(t))) dt + B(t,U(t)) dWg(t), t € [0,T],
(SE) U(0) = Uy
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has been considered. Clearly, (SE) can be written as (SE’) if we take F =F+AcG,
H = H; x Hy and B = (B,A¢C). In this way the result follows immediately from
Theorems 7.1 and 7.2 in [35]. O

Remark 3.5. There is a version of Theorem 3.4 for locally Lipschitz functions as well
(see [35, Section 8]). Some of the results below remain true for locally Lipschitz
coefficients. However, for the sake of simplicity we concentrate on the (global)
Lipschitz case here.

4. STRONGLY DAMPED SECOND ORDER EQUATIONS

Before we turn to the equation (1.1), we have to treat a class of deterministic
damped second order equations. We investigate the problem

1) ii(t) + pAza(t) + Au(t) =0, ¢ >0,
u(0) = uy, (0) = uy,

and, for a € (%, 1], its variant

i(t) + A% (pu(t) + A %u(t)) =0, >0,

u(0) = uy, u(0) = uq,

both on a Banach space E with norm || - ||o. We assume that

A is invertible on E, D(A) = E, X € p(—A) and [N +A) |5 < M

(4.3) forall X € C\ {0} with |arg A| <7 — ¢ and some ¢ € (o, g) M > 0.

(4.2)

T—¢ . 1

if @ = 7

We denote by Ey with 6 € [—1,1] the domains of fractional powers for A on F; i.e.,
for 6 € [0, 1] we take Ey = D(A?), and for § € [~1,0) we let Fy be the completion of
E with respect to the norm ||z|y = ||.A%z||. Concerning (4.1) we look for solutions
u € C*(Ry, E)N CHRy, E1)NC(Ry, Ey), whereas the solutions of (4.2) have to
satisfy u € C*(Ry, E) N C'(Ry, By) and pi+ A~ %u € C(Ry, Ea).

In the recent paper [13], it was shown that the operator matrix

1
Further, let o € b, 1}, p>0, andp>2cos

0 I . .
A= <—A —pAa) with the domain

D(A) ={(p;¥) € BEz_o x By : A0+ pp € Eu}

generates an analytic Cy—semigroup on X = E% x FE, where the action of A is
defined by A(p, ) = (¢, —AY(A*™%p + 2py)) if @ > 1/2. In the most important
case o = 1/2, we simply obtain D(A) = FE; X E; and the matrix in (4.4) is
understood in the usual way. In (4.3) the constant p > 0 has to satisfy an additional
lower bound if o = % This restriction cannot be avoided in view of Remark 1.1 of
[13]. However, in the typical applications (as those discussed below) one can choose
¢ > 0 arbitrarily small, so that (4.3) holds for all p > 0 in these applications. We
recall that due to a result of Hérmander [24], A does not generate a Cp-semigroup
if, say, E = LP(R?%), p # 2, p = 0, and A is the negative Laplacian. Moreover, in
the Hilbert space case and for a strictly positive self adjoint .4, Chen and Triggiani
proved that A generates an analytic semigroup if one replaces the damping term
pA% by a self adjoint operator B satisfying p1 A% < B < p2.A“ in form sense for

(4.4)
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some py > p1 > 0 and « € [1/2,1], see [15] and [29]. It would be very interesting
to extend this result to the Banach space setting. In [15] it was also shown that for
a < 1/2, A does not generate an analytic semigroup.

In the next result we use the real interpolation spaces for a sectorial operator C'
on Banach space Y, see e.g. [30], [40]. Recall that

(45) (Y, D(C))yteq = (Y, D(C))y1 = D((w = C)7) — ...

. o = (Y, D(C))ry,00 = (Y, D(C))y—c.q
for every g € [1,00] and 0 <y —e <y < ~v+¢e < 1. Moreover, if C_1 : X — X_;
is the extrapolation of C, then X, is isomorphic to the domain D((w — C_1)7)
in X_1, see [1, Theorem V.1.3.8]. So the isomorphism (4.9) below implies that
(4.6) Er (1—ay9-c) X E—a(9—e) = X0 = E1_1_ayo4e) X E-a(o+e),
foralle >0 with 0 < —e <0 < 6+¢e<1/2, and analogous embeddings hold in
case of (4.10) and (4.12). We write X 2 Y if X and Y are canonically isomorphic.

Proposition 4.1. Assume that (4.3) holds on a Banach space E. Then the operator
matriz A from (4.4) generates an analytic Co—semigroup on X = E% x E. For all
(uo,u1) € D(A) the problems (4.1) and (4.2) have unique solutions in the above
specified sense. Moreover, we have

(4.7) Xo=FE1,1-a)p X Eao,
(48) X_% gE% XE_%,
(4.9) (X1, X)1-0,0 = (B, E1)1_(1-ayp,q X (-1, E)1-a0,4

for all 0 €10,1/2] and q € [1, c0].
If, additionally o« = 1/2, then

(4.10) (X.D(4)gq = (E. Er) s, x (B.E1)y .
(4.11) X 2ExE
(412) (X_l,X)l_g,q = (E,El)#,q X (E_l,E)l_qu

forall9 € (0,1) and q € [1,00]. Furthermore, if E is reflexive, then X* = (E*)_% X
E* and

)

(4.13) A* = <? _p_(j:)é> with D(A*) = E* x (E*)

where (E*)g is the fractional power space for A*.

Nl

Proof. The generation property was shown in [13, Theorem 2.3]. It easily implies
the unique solvability of (4.1) and (4.2). The equation (4.7) was also proved in [13,
Theorem 2.3]. (We note that in [13] it was assumed that F is reflexive. However,
this property is not needed in the parts of the proofs which are relevant to us.)
Take (¢,v) € X% = E1_g X Fa. Due to [13, p.2316], we have

L (pAT At
e

Using (4.7), we can estimate

147 (e, )llx, = A2 (pA o + A7)0 + llells <o liells + 19005
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where || - |o denotes the norm on E. Conversely, we obtain

lells +llll-5 = llells + 14720 + pAT 0 — pATg|lo
So llellg + A3 (p A" o + A7) o = 147 (0, ¥) 1 x, -

The isomorphism (4.8) thus follows since X _1 isisomorphic to the completion of X1
with respect to the norm [|A=1(¢, %) x, , cf. [1, Theorem V.1.3.8]. Notice that real
2

interpolation respects cartesian products due to its definition via the K—functional.
Furthermore, the reiteration theorem (see e.g. [30, Theorem 1.2.15]) implies that
(X—1,X)1-0,g = (X_1,X)1-29,4. The equality (4.9) is then a consequence of (4.8)
and reiteration.

Let a = 1/2. In this case we have X1 = Ey x Ey. Take (¢,1) € X. We first

show (4.10). We estimate as above

1A (0, 9)llx = A% (A~ 20 + A7 )0 + llello Sp lello + 190l
lillo + 1l = A% (A" + pA™ 30 — pAT30) o + lello Sp 1A (0,9 x-

The formulas (4.10) and (4.12) can now be established as the isomorphism (4.9).
The last assertion follows easily from (E)* = (E*)_1 (see Theorem V.1.4.12 of

[1]) and a straightforward calculation using that the operator matrix in (4.13) is
invertible in X*. g

5. THE STOCHASTICALLY PERTURBED DAMPED PLATE EQUATION

In this section we prove existence, uniqueness and regularity results for the struc-
turally damped plate equation with noise, given by

ii(t, s) + A2u(t, s) — pAu(t,s) = f(t,s,ult,s),u(t,s))

4 b(t, s, ult, s), alt, )) 3“’57(;’5) + Gt ult, ), i, )
(5.1) + C(t, ult, ), u(t, ))6%72;&}6(5 — 50), te[0,T], seS,
u(0, 8) = up(s), u(0,s) =ui(s), se s,

u(t,s) = Au(t,s) = 0, te[0,T], s€ds,

Using Proposition 4.1 and the theory from Section 3, we will reformulate problem
(5.1) as an equation of the type (SE). We first list our assumptions and notations,
where subsets M of R™ are endowed with the Borel o—algebra Bj,.

(A0) Let S € R? be a bounded domain with boundary 9S of class C* and
(Q, F,P) be a probability space with filtration (F3);>0. The number p > 0
and the point sg € S are fixed, and ¢ denotes the usual point mass.

Let H; be a separable real Hilbert space, Ho =Y = R and E = L%(S) for some
q € (1,00). We identify Y with B(H2,Y’), where we interpret each y € Y as the
operator h — yh. We further introduce the negative Dirichlet Laplacian on E by

Bo=—Agp, D(B)=W?21(S)nW,(S).
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We set A = B2, so that A2z = B. As in Section 4 we define the operator (A, D(A))
on X := E% x F by setting

0 I

AZ(—A _pA;), D(A):E1><E%
Since A is a sectorial operator of angle ¢ for all ¢ € (0,7/2) (see e.g. [20, Theo-
rem 8.2]), the assumption (4.3) is satisfied for the above A and p > 0. So Hypoth-
esis (H1) in Section 3 follows from Proposition 4.1, i.e., A generates an analytic
Co—semigroup (S(t))¢>0. We also recall that

26, : 1
H=%4(S8), if 0§20<q7

5.2 D(B%) =
(5:2) (5°) {{@GH%"I(S):@:O on S}, if $<20<1.

(cf. [2, Corollary 2.2]). We also observe that equation (4.7) with oo = 1 gives
(5.3) X(;:E%_,'_%gXE%(;
for § € [0, ). Combining this identity with (5.2), we deduce

J(HPFBA(S) AW I(S)) x H24(S), if 26 € (0, 1),
- (. 9) € H29(S) x H?4(S) 1 p = Ap =1 =0 on 9S}, if 26 € (,1).

We further make the following hypotheses.

(A1) The functions f,b: [0,7] x 2 x S x R x R — R are jointly measurable,
adapted to (F;);>0, and Lipschitz functions and of linear growth in the
fourth and fifth variable, uniformly in the other variables. The process wo
is a standard real-valued Brownian motion with respect to (F3)i>0. We set
W, (t) := wa(t) for t > 0.

(A2) The maps G,C : [0,T] x © x X — R are jointly measurable, adapted to
(Fi)i>0, and Lipschitz and of linear growth in the third variable, uniformly
in the other variables.

(A3) The process w; can be written in the form i; Wy, , where i; € B(Hy, L"(S))
for some r € [1,00] and Wy, is a cylindrical Wiener process with respect
to (F)i>0 being independent of Wy, .

Assumption (A3) has to be interpreted in the sense that
wi(t,s) =Y (ithn)(s)Wr, (Dhn,  tERy,sES,

n>1

where (h;,),>1 is an orthonormal basis for H; and the sum converges in L"(S). In
the examples below we will be more specific about ¢; and Wy,. Typically, H; is
L?(S) or the reproducing kernel Hilbert space and i1i} is the covariance operator
of wy, see e.g. [5], [9] and the references therein. It is also possible to assume that
i1 takes values in an extrapolation space of L"(S), but we do not consider this
generalization here.

We now continue to reformulate (5.1) as a problem of the type (SE). We focus
on the case ¢ = 0 in (H2)-(H5), though we comment on possible extensions in some
remarks below. We define F': [0,7] X  x X — X by

F(t,w,z)(s) = ( f(t7w78,2(3);j7(8)) )
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It straightforward to check that F' satisfies (H2) because of (Al). Let 65 € [0, 3).
The map B: [0,T] x Q x X — B(Hy, X_g,) is defined by

0
(5-4) B(t,w, z)h(s) = ( b(t,w, s, 2(s), #(s))(irh) (s) >

It will be assumed that B satisfies (H4). Below, we discuss various classes of
examples where this assumption holds. We further take a suitable 6 = 0 € (0, %)
and define Ac = Ag = A € B(R, X_g.) by

Ayle) = < 5(8—080)y )

We claim that for all 1 < ¢ < %ifd22andalll<q<ooifd:1, there
exists a O¢c € (2%,, 1) such that A is well-defined. Indeed, let # < 6. Due to
equation (4.6) with a = 3, it holds

Ey_1gx E_1g— D((=A)7%) = X_4,.
So we have to find a § € [0,1) with 6(- — s¢) € E_19. Theorem V.1.4.12 of
[1] implies that E_1y = (D((B*)?))*. Tt thus remains to show that the point
evaluation &, : D((B*)?) — R, 85, f = f(s0), defines a bounded linear map. Since
B* is the realization of the negative Dirichlet Laplacian on L% (), we deduce from
(5.2) that D((B*)?) is a closed subset of H2%7'(S). Sobolev’s embedding theorem
(cf. [40, Theorem 4.6.1]) yields H2%9'(S) — C(S) if 20 > %. So the claim follows.

Assertion (A2) now implies (H3) and (H5) since AG and AC factorize through
the spaces Y = R and B(H2,Y) = R, respectively. (Use the ideal property (2.1).)

Summing up, we have found spaces X,Y, Hy, Ho, maps A, F,Aq,G,B,A¢,C,
and processes Wy, , Wy, for which we can formulate the equation (SE) from Sec-
tion 3. In view of Theorem 3.4, this problem has a unique mild solution U which
we call a mild solution of (5.1).

To justify this notion of a mild solution to (5.1), we need to define a weak solution

of (5.1). To this aim, we assume that D(A*) < C(S5). One easily checks that this
embedding always holds for d = 1,2, 3,4 and for all ¢ < ﬁ if d > 5. Assume that
fyG,b,C are as before. We say that a process u : [0,7] X Q x S — R is a weak
solution of (5.1) if it is measurable, u(t,-) is F; ® Bg-measurable for all ¢ € [0, T,
w e Wh2(0,T; L(S)) a.s., and for all ¢ € W4 (§) N W,¢ (S) = D(A*) we have
t o
(wlt,):6) ~ (wo. )~ tlur, o) + [ [ ulr. ), a%) dr do
o Jo
¢
- p/ (u(o,-), Ag) do + tp{ug, Ag)
0
t 4
65) = [ [ ((nulr.ir).6)+ Grat )it )é(s) dr do
o Jo
t o
+ / / (b(r, -, u(r,-),4(r,")), d) dwi(7) do
0 Jo
t o
+/ / Clr,ulr, ), i, )é(s0) duws(r) do,
0 Jo

where (-,-) denotes the (L%(S), L7 (S))-duality.
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We will show below that (5.1) has a unique mild U and a unique weak solution
u satisfying U = (u, ). In the next theorem we use the notation introduced above.

Theorem 5.1. Letd > 1 and 1 < ¢ < %. Assume that (A0)-(A3) hold, that
B satisfies (H{), and that ug : @ — W29(S) N W Y(S) and uy : Q@ — LI(S) are
Fo-measurable. Then the following assertions hold.
(1) For all a € (0,3) and p > 2 with max{0p,0c} < o — %, there ezists a
unique mild solution U of (5.1) belonging to

(5.6) V2, ([0,T] x @ (W>9(S) N Wy 9(S)) x L9(S)).

There is a unique weak solution uw € W12(0,T; L(S)) of (5.1) such that
(u, ) belongs to the space in (5.6). Moreover, U = (u,w).

(2) There exists a version of u with paths that satisfy u € C([0,T]; W24(S) N
Wy U(S)) and @ € C([0,T]; LY(S)).

(3) Let n € (0,3]. Ifug : Q — Eii1, and uy : Q — Ei,, then there
exists a version of u with paths that satisfy u € C’\([O,T];E%+%5) and
RS C')‘([O,T];E%(;) for all 6,\ > 0 with 6 + A < min{n, 1 — 05,1 — 0c}.

Note that if d = 1, then one can take ¢ € (1, 00) arbitrary, and when restricting
to ¢ € [2,00) one could also apply the theory from [6] to obtain the above result.
However, if d > 2, we need that ¢ < 2 and therefore require the theory from [35].

Proof. We have already formulated (5.1) as (SE). Let o € (0, ) and p > 2 be such
that max{0p,0c} < a — 1%. Set Uy = (up,u1). Theorem 3.4(1 ) gives a unique mild
solution U € V) ([0,T] x ©; X) of (SE'), where we set F=F+AG,H=H, x Hy
and B = (B, AC). It is given by

(5.7) U(t) = Uo+/5t—s (s,U(s) ds+/St—s) (s,U(s)) dWg(s)

almost surely. Write U = (u, v). We show that @ = v and that u is a weak solution
of (5.1). Fix ¢t € [0,T]. Tt follows from Proposition 3.3 that U is a weak solution
of (SE’). Hence, for all z* € D(A*), we have

(U(t),z") — (Up,x") = / (U(s), A"z") + (F(5,U(s)), &*) ds
(5.8) 0

+ /Ot B*(s, U(s))z™ dWg(s),

almost surely. In particular, for x* (¢, ) with ¢> € E*, the equations (5.8) and
(4.13) yield that (u(t,-),d) — (ug, ¢ fo @) dr almost surely. Therefore,
@ = v almost surely. Moreover, 1f we take z* = (O,cb) with ¢ € D(A*) and use
(4.13) again, we obtain

¢

69 (0lt).0) =~ (u.0)+ [ (). %) dr—p [ (i(r.). 80 dr
= [ (. 0).0) + Gt )i, )otso)) e
+/0 (b(r, - u(T, ), a(T, ), ¢) dwy (T)
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+/0 C(r,u(T, ), u(r,))d(s0) dws(T)

almost surely. Now integration with respect to t yields the result.

To show that u is the unique weak solution, we show that every weak solution
gives a mild solution U = (u, %). The assumptions yield u(0, -) = up and %(0, ) = uy
in LY(S). Fix t € [0,7] and ¢ € D(A*). Equation (5.9) follows from (5.5) by
differentiation with respect to t. We claim that (5.8) holds for all z* € D(A*). For
x* = (¢,0) with ¢ € E* this is clear from (4.13) and u(¢, -)—ug = fot a(T, ) dr almost
surely. For z* = (0,¢) with ¢ € D(A*) one can check that (5.8) reduces to (5.9),
using (4.13) again. By linearity and density we obtain (5.8) for all z* € D(A*).
Now Proposition 3.3 implies that U is a mild solution of (5.1).

Theorem 3.4(2) shows that U — S(ug,u1) has paths in C*([0,7]; D((—A)°))
for all 6,A > 0 with A +J < min{l — 9(;,% - 93,% — O¢c}. By the assumption
in (3) and equation (5.3) we have (ug,u1) € D((—A)"). Therefore, S(ug,u1) €
C([0,T]; D((—A)?)) a.s. whenever A\+4 < 7. Now the result follows from (5.3). O

Remark 5.2. We indicate an extension of the above result to the case where C, G :

0,T] x 2 x C(S) x E — Rif d < 3. (Observe that in this case one can allow
for point evaluations in the third coordinate of C' and G.) First, we note that the
identity (5.3) yields

Xo = (W2F200(8) 5 W2H1(S))

for all @ € [0,a), where we must have a € [0, 1) in view of Theorem 3.4. Sobolev’s
embedding leads to W2+23:4(S) — C(8S) if

. d

(5.10) 2+ 2a q>0<:>q>2+2d.
If (5.10) holds for some 0 < @ < a < % and g € (1,d/(d—1)), then there is a version
of Theorem 5.1 which is valid for C and G defined only for ¢ € C(S) (provided
that a < min{fp,0c,0c} — ). For d = 1 and d = 2 the condition (5.10) holds
even fora =a =0and all ¢ > 1. Ford =3 and each 1 < ¢ < 3/2 =d/(d — 1),
we can find an arbitrarily small @ > 0 satisfying (5.10). Therefore we can choose
a € (@, 1 — 0p) if (H4) holds for some 65 < 1. For d > 4, the inequality (5.10)
contradicts ¢ < d/(d —1) and a < 1/2.

We now discuss the interplay between b and w; in several examples, where we
specify Hy, i1 and fp. Throughout the examples below Wy, is a cylindrical Brown-
ian process as in (A3). We start with the case when the Brownian motion is colored
in space.

Ezample 5.3. Assume that the covariance Q1 € B(L*(S)) of w; is compact. Then
there exist numbers (\,),>1 in Ry and an orthonormal system (ey,)n>1 in L?(S)
such that

(5.11) Q1= Men®ep
n>1
Assume that

(5.12) > AallenllZ < oo

n>1
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Let Hy = L*(S) and iy : L*(S) — L>°(S) be given by i1 = >3, o1 VAuen @ en.
Then (H4) is satisfied with a = g = 0.

It will be clear from the proof that (5.12) can be replaced by

(5.13) (ZA len] ) € L>=(9).

n>1

Remark 5.4. A symmetric and positive operator @ € B(L?*(S)) maps L*(S) con-
tinuously into L*°(.S) if only if (5.11) and (5.13) hold. Indeed, if @ satisfies (5.11)
and (5.13), then the Cauchy-Schwarz inequality implies that

VaR(s) = | 3 v wenlen Huscs)| < (30 Mleats))*Ilsce

n>1 n>1

for almost all s € S and all h € L?(S). Conversely, if /Q : L*(S) — L>(S)
is bounded, then it is well-known that /Q € B(L?(S)) is Hilbert-Schmidt and
therefore compact. In particular, there exists an orthonormal basis (e,)n>1 in
L?(S) and (A\)n>1 in Ry such that (5.11) holds. Now, for almost all s € S we
estimate

(Z)‘nlen(s)ﬁ)%: sup ‘Z\/»en )Bn

n>1 18l ,2<1 n>1
= sup ‘ Q( ﬂnen)(s) -
l18]lp2 <1 ,;

Proof of Example 5.3. Our assumptions imply that i; € B(L?(S), L>(S)). Equa-
tion (5.4) thus defines a map B : [0,T]x Q2 x X — B(H;, X). Moreover, the function
(t,w) — B(t,w,x) is Hj-strongly measurable and adapted in X, for each z € X.
We check the L%—Lipschitz property. Let u be a finite measure on [0,7]. We have
to show that

|B(sw, d1) = B(,w, d2)lly 20,1, :1,x) < Clld1r — d2llr2 (0,7),1%)

for all ¢1, 2 € L2((0,T), u; X) and some constants C' > 0. We write ¢ = (¢11, b12)
and @2 = (do1,d22) with ¢i1 € L2((0,T), s Ey) and ¢ip € L3((0,T), 415 E) for
i =1,2. Recall that formula (2.2) says that

T 1
2
Il (r2(0,7) 1), L9(5)) =g H(/O > I@(t)en\Qdu(t))
n>1

for all ® € v(L2((0,T), u; H), L4(S)). Using that b is Lipschitz, we thus obtain

La(S)

||B(7 w, d)l) - B(v W, ¢2) H'y(LZ((O,T),/L;H),X)

T
(/0 b(t,w, P11, P12) — b(t,w, Po1, d2o)| du(t 2\11€n| )

n>1

(/OT b(t,w, P11, P12) — b(t, w, P21, P22)|? dﬂ(t)) : HE

~q

5@1

1

< Lb”(/OT |11 — P21|* + |d12 — P2 dﬂ(t)>§

~q Ly ([[011 = d21llyz2(0,1),0),B) + 012 — P22y (L2((0,7),1),E))
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S Ly |61 — b2y 22 (0.1),), %)

for all w € Q. The other estimate in (H4) can be established in a similar way. O

We next consider an L"(S)—valued Brownian motion wq, where r € [1, 00]. In this
case, we let Hy be the reproducing kernel Hilbert space of the Gaussian random
variable wi(1,-) and let i; be the embedding of H; into L"(S). Then we have
i1 € y(Hy, L"(S)) and i1i} € B(L™ (S), L"(S)) is the covariance operator of wy (1, -)
(cf. [5], [9] and the references therein for details). Let Wy, be a cylindrical Brownian
motion such that w; = i; Wg,.

Ezample 5.5. Assume that wy is an L"(S)-valued Brownian motion with r > d.
Then (H4) is satisfied for all 05 € (£, 1) and a = 0.

Remark 5.6. If Qy is of the form (5.11) for an orthonormal system (e,,),>1 in L?(.9)
and numbers A, > 0, then a sufficient condition for w; to be L"-valued is

Z )‘n”enH%T(S) < 09,

n>1
or more generally

(5.14) (D Aaleal?)” € L7(5),

n>1

[MES

cf. [7].

Proof of Example 5.5. We use the same notation as in Example 5.3, but H; will
be the reproducing kernel Hilbert space for wq(1,-) and (hy,),>1 is an orthonor-
mal basis of Hy. By [11, Proposition 2.1] and [10, Theorem 2.3] (also see [35,

Lemma 2.1])
(S )

n>1

L"(S) ~r Hi1||'\/(H17LT(S)) < 0.

We set 53 = % < fp and choose € > 0 with 93 + e < fp. Since Eéfé(%%) X

E — X_y, by (4.6), we can estimate

—%(53-"—6)
[B(-,w, ¢1) = B(,w, $2) |l (z2((0,7) 1), X o ,,))
Sos.rd [|B2(w, 1) = Ba(s w, o)y oy st e_y 5 L)
2\YB

for each w € Q). Here Bs is the second coordinate of B. The other one is zero.

Let L = % + L. We claim that L(S) — E_1(Gpte) Indeed, let B, denote

the realization of the negative Dirichlet Laplacian in LY(S). Taking into account
Theorem V.1.4.12 of [1], we have to show that

|BO2 x| pocs)

[l La(s) Sq0.dp |
for all z € D(BI*¢). From [40, Theorem 4.3.1.2] and (4.5) we deduce
12l 5205 () Fa5.0 12l zes).w2e )5, = 12l we). 060, ,

~Nq,0p,e “61913+8$||L”(S)7
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so that the claim follows from Sobolev’s embedding (cf. [40, Theorem 4.6.1]). The
claim, (2.2), Holder’s inequality and the Lipschitz continuity of b imply that

[B2(,w, ¢1) — Ba(-,w, ¢72)||—y(LQ((O,T),H;H),E7%(éB+E))

Sop.rdg 1B, w, 01) — Ba(,w, ¢2) |y (L2 ((0,1),u51), L7 (5))

T
(/ [b(t,w, P11, P12) — b(t, w, P21, Pa2) | du(t Z\Zlh | )
0

n>1

~y

Lv(S)

(i)’

Swr Lu(lé11 — b21lly 2 (0.1),0),8) + lP12 — ¢22||7(L2((07T),p)7E))~

< H / |b(t,w, P11, p12) — b(t, w, Pa1, 22)|* du(t )

Lr(5)

The other estimate in (H4) can be established in a similar way. (]

If d = 1 we can consider the space-time white noise situation, where the covari-
ance operator Q1 : Hy — H is the identity. This is possible since in this case we
can choose g < d/(d — 1) as large as needed.

Ezample 5.7. Let Q1 = I on H; = L*(S), d = 1, and ¢ € (2,00). Then (H4) is
satisfied for all O > % + 21—(1 and a = 0.

Proof. Let q € (2,00) and 1 > 0p > 1 + 2—1q. We take € > 0 be such that 0 — e >

i—i— 2—1(1 and write fg — & = 0, + 05, where 6; > i and 6y > %. Since L7 with

q € (2,00) has type 2, Lemma 2.2 says that B is LgfLipschitz and of linear growth
if B(t,w,-) : X — ~v(H1,X_p,) is Lipschitz and of linear growth with a uniform
constant. .

We observe that A~ 2 € B(Hy, W2%1:2(S)) and that the injection i : W2/1:2(S) —
L4(8) belongs to v(W?201:2(S), L4(S)) because of [35, Corollary 2.2]. The right-ideal
property (2.1) thus implies that

liA~ Iy (z,.nas)) < lillyowzen2(5),0a(s)) A2 HB(H1 Ww201.2(5)) < 00.

For x = (x1,29) and y = (y1,42) in X, we deduce from (4.6) and the right-ideal
property that

”B(t’x) - B(tvy)H'y(HtheB) S(‘)B,q ||b(tvw7x17x2) - b(tvwvylvy2))||’y(H17E7%(9375))

[ 6
= ||iA_71A_72(b(t,w,x1,x2) - b(t7wayla y2))||"/(H1,Lq(S))

] 22
<A™ |y pacsn AT (bt w, 1, 22) — b(t,w, y1,92)) |l 5(en)

for all w € Q and t > 0. As in the claim in the proof of Example 5.5 one can use
Sobolev’s embedding theorem to obtain

0
“A_%(b(t7w7$17m2)_b(t7'7y17y2))HB(H)
0
< || ATF (b(t, -, 21, 20) — b2, Sy, 92)) e ()
592711 ”b(tv '756171'2) - b(ta ) y17y2)”E
< Ly (21 —wille + llo2 — y2lle) S Loz — yllx-

Thus we have shown the Lipschitz estimate in Lemma 2.2. The other estimate in
this lemma can be established in a similar way. (I
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Remark 5.8. Tt is clear from the proofs of Examples 5.3, 5.5 and 5.7 that (H4) also
holds if b also depends on Vu and V2« in an appropriate Lipschitz sense. The same
is true for f, G and C in Theorem 5.1.

Remark 5.9. In the above examples one could allow f and b to be only locally Lip-
schitz in the third coordinate, i.e., the coordinate for u(t, s). For this one needs to
define the maps F, B, C, G on X, for a suitable a > 0 such that the first component

of X, is embedded into C(S). (See [35, Theorems 8.1 and 10.2] for details.) This

gives the condition 2 4 2a — g > 0. However, we can only take a > 0 such that

a+0c < % and a + 0p < % Since 0¢ € (2%,, %) as explained before Theorem 5.1,
we obtain the first condition —1 + % < % This inequality holds for d = 1, 2.

For Example 5.3 there are no conditions on g, so that d = 1, 2 are both allowed.
For Example 5.5 we also need 0p > 2%_, and therefore 2%_ + % < % must hold as
well. This condition holds for d = 1,2 and all » > d and 1 < ¢ < d/(d —1). For the

Example 5.7 we have d = 1. There the condition reads g > i + i. Therefore, we
obtain % + % < % This holds if and only if ¢ > 4.

6. THE DAMPED WAVE EQUATION

In this section we obtain existence, uniqueness and regularity results for a struc-
turally damped wave equation. Since the proofs follow the line of arguments of the
previous section, we omit the details. The equation is given by

i(t, s)—Au(t, s) — p(—A)%u(t, s) = f(t,s,u(t,s),u(t,s))

+ b(ta S, u(tv S)a fl,(t, S)) awlT(tt,S) + |:G(t> u(tv ')v 'L.L(t, ))

+C(t,ult, ), at, .))3“;(“]5(3 —s0), tE[0,T],5€ 8,

u(0,8) = up(s), 4(0,s) =ui(s), s€S,
u(t,s) =0, te0,T], s €S,

(6.1)

where S C R” has a C2 boundary 95 and (—A)2 denotes the square root of the
negative Dirichlet Laplacian. We reformulate this equation as (SE) in the same
way as in Section 5.
Let ¢ € (1,00) and F = L4(S). On E we define (A, D(A)) by
Az = —Az, D(A) = W21(8)NnW,(S).

Let X = E1 x E and define (4, D(A)) by

N|=

0 I

A= < A —pAb >, D(A) = D(A) x D(Az).
It follows from Proposition 4.1 that A generates an analytic semigroup (S(¢))¢>0.

We further assume that p > 0 and sg € S are fixed and that § is the usual point
evaluation. Moreover, f, b, C, G, wy, wy shall satisfy the assumptions (A0)—(A3)
in Section 5 for the above space X and the maps F', B and A are defined as in
Section 5 for the above space X. Finally, it assumed that B fulfills hypothesis
(H4). Noting that A is now of second order, one can see in the same way as in
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Section 5 that A is well-defined for all 1 < g < 25%1. A mild and weak solution are

defined in a similar way as in Section 5. Finally, for 1 < ¢ < 2 we have

Ey 15 % Bys = (W'9(S) N Wy(8)) x WH(S).
Theorem 6.1. Let 1 < g < 52%-. Assume that ug : Q — Wy U(S) and uy : Q —
L1(S) are Fo-measurable. Let f,G,b,C, w1 and we be as above. The following
assertions hold:

(1) For all a € (0,%) and p > 2 such that a + max{0p,0c} < o — %, there
exists a unique mild solution U of (6.1) in

VO ([0,T] x Q; Wy ?(S) x LU(S)).

There is a unique weak solution u € W12(0,T; L4(S)) of (5.1) such that
(u, ) belongs to the space in (5.6). Moreover, U = (u,w).

(2) There exists a version of u with paths that satisfy u € C([0,T]; Wy%(S))
and u € C([0,T]; L1(S)).

(3) Letn € (0,1]. Ifug: Q — H9(S)NW4(S) and uy : Q — H™(S), then
there exists a version of u with paths that satisfy u € C*([0,T); H'T%4(S)N
Wy U(S)) and @ € C([0,T]; H*4(S)) for all 6,\ > 0 such that § + X <
min{n, 3+ — 05,3 — 6c}.

This theorem can be proved in the same way as Theorem 5.1. Let us give some
examples for wi. Example 5.3 works in exactly the same way for the wave equation.
Example 5.5 has the following version for the wave equation.

Ezample 6.2. Assume that wy is an L"(S)-valued Brownian motion with r > 2d.
Then (H4) is satisfied for all 05 € (4,1) and a = 0.

This assertion can be shown as in Example 5.5, we thus leave the details to reader.
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