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Abstract. We study the wellposedness and pathwise regularity of semilinear
non-autonomous parabolic evolution equations with boundary and interior
noise in an Lp setting. We obtain existence and uniqueness of mild and weak
solutions. The boundary noise term is reformulated as a perturbation of a
stochastic evolution equation with values in extrapolation spaces.
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1. Introduction

In this paper we investigate the wellposedness and pathwise regularity of semilin-
ear non-autonomous parabolic evolution equations with boundary noise. A model
example which fits in the class of problems we study is given by

∂u

∂t
(t, s) = A(t, s,D)u(t, s) on (0, T ]× S,

B(t, s,D)u(t, s) = c(t, u(t, s))
∂w

∂t
(t, s) on (0, T ]× ∂S, (1.1)

u(0, s) = u0(s), on S.

Here S ⊂ Rd is a bounded domain with C2 boundary, A(t, ·, D) = div(a(t, ·)∇) for
uniformly positive definite, symmetric matrices a(t, s) with the conormal boundary
operator B(t, s,D), c(t, ξ) is Lipschitz in ξ ∈ C, (w(t))t≥0 is a Brownian motion
for an filtration {Ft}t≥0 and with values in Lr(∂S) for some r ≥ 2, and u0 is an
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F0-measurable initial value. Actually, we also allow for lower order terms, interior
noise, nonlocal nonlinearities, and more general stochastic terms, see Section 4.

As a first step one has to give a precise meaning to the formal boundary
condition in (1.1). We present two solution concepts for (1.1) in Section 4, namely
a mild and a weak one, which are shown to be equivalent. Our analysis is then based
on the mild version of (1.1), which fits into the general framework of [30] where
parabolic non-autonomous evolution equations in Banach spaces were treated.
The results in [30] rely on the stochastic integration theory in certain classes of
Banach spaces (see [8, 22, 24]). In order to use [30], the inhomogeneous boundary
term is reformulated as an additive perturbation of a stochastic evolution equation
corresponding to homogeneous boundary conditions. This perturbation maps into
a so–called extrapolation space for the realization A(t) of A(t, ·, D) in Lp(S) with
the boundary condition B(t, ·, D)u = 0 (where p ∈ [2, r]). Such an approach was
developed for deterministic problems by Amann in e.g. [5] and [6]. We partly use
somewhat different techniques taken from [19], see also the references therein. For
this reformulation, one further needs the solution map of a corresponding elliptic
boundary value problem with boundary data in Lr(∂S) which is the range space of
the Brownian motion. Here we heavily rely on the theory presented in [5], see also
the references therein. We observe that in [5] a large class of elliptic systems was
studied. Accordingly, we could in fact allow for systems in (1.1), but we decided
to restrict ourselves to the scalar case in order to simplify the presentation.

We establish in Theorem 4.3 the existence and uniqueness of a mild solution
u to (1.1). Such a solution is a process u : [0, T ] × Ω → Lp(S) where (Ω, P )
is the probability space for the Brownian motion. We further show that for a.e.
fixed ω ∈ Ω the path t 7→ u(t, ω) is (Hölder) continuous with values in suitable
interpolation spaces between Lp(S) and the domain of A(t), provided that u0

belongs to a corresponding interpolation space a.s.. As a consequence, the paths
of u belong to C([0, T ], Lq(S)) for all q < dp/(d − 1). At this point, we make use
of the additional regularity provided by the Lp approach to stochastic evolution
equations.

In [21] an autonomous version of (1.1) has been studied in a Hilbert space
situation (i.e., r = p = 2) employing related techniques. However, in this paper
only regularity in the mean and no pathwise regularity has been treated. In [13,
§13.3], Da Prato and Zabczyk have also investigated boundary noise of Neumann
type. They deal with a specific situation where a(t) = I, the domain is a cube and
the noise acts on one face which allows more detailed results. See also [3], [12], [14]
and [28] for further contributions to problems with boundary noise. As explained
in Remark 4.9 we cannot treat Dirichlet type boundary conditions due to our
methods. In one space dimension Dirichlet boundary noise has been considered in
[4] in weighted Lp–spaces by completely different techniques, see also [12].

In the next section, we first recall the necessary material about parabolic
deterministic evolution equations and about stochastic integration. Then we study
an abstract stochastic evolution equation related to (1.1) in Section 3. Finally,
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in the last section we treat a more general version of (1.1) and discuss various
examples concerning the stochastic terms.

2. Preliminaries

We write a .K b if there exists a constant c only depending on K such that
a ≤ cb. The relation a hK b expresses that a .K b and b .K a. If it is clear
what is meant, we just write a . b for convenience. Throughout, X denotes a
Banach space, X∗ its dual, and B(X,Y ) the space of linear bounded operators
from X into another Banach space Y . If the spaces are real, everything below
should be understood for the complexification of the objects under consideration.
The complex interpolation space for an interpolation couple (X1, X2) of order
η ∈ (0, 1) is designated by [X1, X2]η. We refer to [29] for the relevant definitions
and basic properties.

2.1. Parabolic evolution families

We briefly discuss the approach to non–autonomous parabolic evolution equations
developed by Acquistapace and Terreni, [2]. For w ∈ R and φ ∈ [0, π], set Σ(φ,w) =
{λ ∈ C : |arg(z−w)| ≤ φ}. A family (A(t), D(A(t)))t∈[0,T ] satisfies the hypothesis
(AT) if the following two conditions hold, where T > 0 is given.

(AT1) A(t) are densely defined, closed linear operators on a Banach space X and
there are constants w ∈ R, K ≥ 0, and φ ∈ (π2 , π) such that Σ(φ,w) ⊂ %(A(t))
and

‖R(λ,A(t))‖ ≤ K

1 + |λ− w|
holds for all λ ∈ Σ(φ,w) and t ∈ [0, T ].

(AT2) There are constants L ≥ 0 and µ, ν ∈ (0, 1] such that µ+ ν > 1 and

‖Aw(t)R(λ,Aw(t))(Aw(t)−1 −Aw(s)−1)‖ ≤ L|t− s|µ(|λ|+ 1)−ν

holds for all λ ∈ Σ(φ, 0) and s, t ∈ [0, T ], where Aw(t) = A(t)− w.

Condition (A1) just means sectoriality with angle φ > π/2 and uniform
constants, whereas (A2) says that the resolvents satisfy a Hölder condition in
stronger norms. In fact, Acquistapace and Terreni have studied a somewhat weaker
version of (AT2) and allowed for non dense domains. Later on, we work on reflexive
Banach spaces, where sectorial operators are automatically densely defined so that
we have included the density assumption in (AT1) for simplicity. The conditions
(AT) and several variants of them have intensively been studied in the literature,
where also many examples can be found, see e.g. [1, 2, 6, 26, 31]. If (AT1) holds
and the domains D(A(t)) are constant in time, then the Hölder continuity of A(·)
in B(D(A(0)), X) with exponent η implies (AT2) with µ = η and ν = 1 (see [2,
Section 7]).
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Let η ∈ (0, 1), θ ∈ [0, 1], and t ∈ [0, T ]. Assume that (AT1) holds. The
fractional power (−Aw(t))−θ ∈ B(X) is defined by

(−Aw(t))−θ =
1

2πi

∫
Γ

(w − λ)−θR(λ,A(t)) dλ,

where the contour Γ = {λ : arg(λ−w) = ±φ} is orientated counter clockwise. The
operator (w−A(t))θ is defined as the inverse of (w−A(t))−θ. We will also use the
complex interpolation space

Xt
η = [X,D(A(t))]η .

Moreover, the extrapolation space Xt
−θ is the completion of X with respect to the

norm ‖x‖Xt−θ = ‖(−Aw(t))−θx‖. Let A−1(t) : X → Xt
−1 be the unique continuous

extension of A(t) which is sectorial of the same type. Then (w−A−1(t))α : Xt
−θ →

Xt
−θ−α is an isomorphism, where 0 ≤ θ ≤ α + θ ≤ 1. If X is reflexive, then one

can identify the dual space (Xt
−1)∗ with D(A(t)∗) endowed with its graph norm

and the adjoint operator A−1(t)∗ with A(t)∗ ∈ B(D(A(t)∗), X∗). We mostly write
A(t) instead of A−1(t). See e.g. [6, 19] for more details.

Under condition (AT), we consider the non-autonomous Cauchy problem

u′(t) = A(t)u(t), t ∈ [s, T ],

u(s) = x,
(2.1)

for given x ∈ X and s ∈ [0, T ). A function u is a classical solution of (2.1) if
u ∈ C([s, T ];X) ∩ C1((s, T ];X), u(t) ∈ D(A(t)) for all t ∈ (s, T ], u(s) = x, and
du
dt (t) = A(t)u(t) for all t ∈ (s, T ]. The solution operators of (2.1) give rise to
the following definition. A family of bounded operators (P (t, s))0≤s≤t≤T on X is
called a strongly continuous evolution family if

1. P (s, s) = I for all s ∈ [0, T ],
2. P (t, s) = P (t, r)P (r, s) for all 0 ≤ s ≤ r ≤ t ≤ T ,
3. the map {(τ, σ) ∈ [0, T ]2 : σ ≤ τ} 3 (t, s)→ P (t, s) is strongly continuous.

The next theorem says that the operators A(t), 0 ≤ t ≤ T , ‘generate’ an
evolution family having parabolic regularity. It is a consequence of [1, Theorem 2.3],
see also [2, 6, 26, 31].

Theorem 2.1. If condition (AT) holds, then there exists a unique strongly continu-
ous evolution family (P (t, s))0≤s≤t≤T such that u = P (·, s)x is the unique classical
solution of (2.1) for every x ∈ X and s ∈ [0, T ). Moreover, (P (t, s))0≤s≤t≤T is
continuous in B(X) on 0 ≤ s < t ≤ T and there exists a constant C > 0 such that

‖P (t, s)x‖Xtα ≤ C(t− s)β−α‖x‖Xsβ (2.2)

for all 0 ≤ β ≤ α ≤ 1 and 0 ≤ s < t ≤ T .

We further recall from [32, Theorem 2.1] that there is a constant C > 0 such that

‖P (t, s)(w −A(s))θx‖ ≤ C(µ− θ)−1(t− s)−θ‖x‖ (2.3)
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for all 0 ≤ s < t ≤ T , θ ∈ (0, µ) and x ∈ D((w − A(s))θ). Clearly, (2.3) allows to
extend P (t, s) to a bounded operator P−θ(t, s) : Xs

−θ → X satisfying

‖P−θ(t, s)(w −A−1(s))θ‖ ≤ C(µ− θ)−1(t− s)−θ (2.4)

for all 0 ≤ s < t ≤ T and θ ∈ (0, µ). Again, we mostly omit the index −θ.

2.2. Stochastic integration

Let H be a separable Hilbert space with scalar product [·, ·], X be a Banach
space, and (S,Σ, µ) be a measure space. A function φ : S → X is called strongly
measurable if it is the pointwise limit of a sequence of simple functions. Let X1

and X2 be Banach spaces. An operator-valued function Φ : S → B(X1, X2) will be
called X1-strongly measurable if the X2-valued function Φx is strongly measurable
for all x ∈ X1.

Throughout this paper (Ω,F ,P) is a probability space with a filtration
(Ft)t≥0 and (γn)n≥1 is a Gaussian sequence; i.e., a sequence of independent, stan-
dard, real-valued Gaussian random variables defined on (Ω,F ,P). An operator
R ∈ B(H,X) is said to be a γ-radonifying operator if there exists an orthonormal
basis (hn)n≥1 of H such that

∑
n≥1 γnRhn converges in L2(Ω;X), see [7, 17]. In

this case we define

‖R‖γ(H,X) :=
(
E
∥∥∥∑
n≥1

γnRhn

∥∥∥2) 1
2
.

This number does not depend on the sequence (γn)n≥1 and the basis (hn)n≥1,
and defines a norm on the space γ(H,X) of all γ-radonifying operators from
H into X. Endowed with this norm, γ(H,X) is a Banach space, and it holds
‖R‖ ≤ ‖R‖γ(H,X). Moreover, γ(H, X) is an operator ideal in the sense that if
S1 ∈ B(H̃,H) and S2 ∈ B(X, X̃), then R ∈ γ(H, X) implies S2RS1 ∈ γ(H̃, X̃) and

‖S2RS1‖γ(H̃,X̃) ≤ ‖S2‖‖R‖γ(H,X)‖S1‖. (2.5)

If X is a Hilbert space, then γ(H,X) = C2(H,X) isometrically, where
C2(H,X) is the space of Hilbert-Schmidt operators. Also for X = Lp there is
a convenient characterization of R ∈ γ(H,Lp) given in [10, Theorem 2.3]. We use
a slightly different formulation taken from [23, Lemma 2.1].

Lemma 2.2. Let (S,Σ, µ) be a σ-finite measure space and let 1 ≤ p < ∞. For an
operator R ∈ B(H,Lp(S)) the following assertions are equivalent.

1. R ∈ γ(H,Lp(S)).
2. There exists a function g ∈ Lp(S) such that for all h ∈ H we have |Rh| ≤
‖h‖H · g µ-almost everywhere.

Moreover, in this situation we have

‖R‖γ(H,Lp(S)) .p ‖g‖Lp(S). (2.6)
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A Banach space X is said to have type 2 if there exists a constant C ≥ 0 such
that for all finite subsets {x1, . . . , xN} of X we have

(
E
∥∥∥ N∑
n=1

rnxn

∥∥∥2) 1
2 ≤ C

( N∑
n=1

‖xn‖2
) 1

2
.

Hilbert spaces and Lp-spaces with p ∈ [2,∞) have type 2. We refer to [17] for
details. We will also need UMD Banach spaces. The definition of a UMD space
will be omitted, but we recall that every UMD space is reflexive. We refer to [11] for
an overview on the subject. Important examples of UMD spaces are the reflexive
scale of Lp, Sobolev, Bessel–potential and Besov spaces.

A detailed stochastic integration theory for operator-valued processes Φ :
[0, T ]× Ω→ B(H,X), where X is a UMD space, has been developed in [22]. The
full generality of this theory is not needed here, since we can work with UMD
spaces X of type 2 which allow for a somewhat simpler theory. Instead of of being
a UMD space with type 2, one can also assume that X is a space of martingale
type 2 (cf. [8, 24]).

A family WH = (WH(t))t∈R+ of bounded linear operators from H to L2(Ω)
is called an H-cylindrical Brownian motion if

(i) {WH(tj)hk : j = 1, . . . , J ; k = 1, . . . ,K} is a Gaussian vector for all choices
of tj ≥ 0 and hk ∈ H, and {WH(t)h : t ≥ 0} is a standard scalar Brownian
motion with respect to the filtration (Ft)t≥0 for each h ∈ H;

(ii) E(WH(s)g ·WH(t)h) = (s ∧ t) [g, h]H for all s, t ∈ R+ and g, h ∈ H.

Now let X be a UMD Banach space with type 2. For an H-strongly measur-
able and adapted Φ : [0, T ]×Ω→ γ(H,X) which belongs to L2((0, T )×Ω; γ(H,X))
one can define the stochastic integral

∫ T
0

Φ(s) dWH(s) as a limit of integrals of
adapted step processes, and there is a constant C not depending on Φ such that

E
∥∥∥∫ T

0

Φ(s) dWH(s)
∥∥∥2

≤ C2‖Φ‖2L2((0,T )×Ω;γ(H,X)),

cf. [8], [22], and the references therein. By a localization argument one may extend
the class of integrable processes to all H-strongly measurable and adapted Φ :
[0, T ]×Ω→ γ(H,X) which are contained in L2(0, T ; γ(H,X)) a.s.. Below we use
in particular the next result (see [8] and [22, Corollary 3.10]).

Proposition 2.3. Let X be a UMD space with type 2 and WH be a H-cylindrical
Brownian motion. Let Φ : [0, T ] × Ω → γ(H,X) be H-strongly measurable and
adapted. If Φ ∈ L2(0, T ; γ(H,X)) a.s., then Φ is stochastically integrable with
respect to WH and for all p ∈ (1,∞) it holds(

E sup
t∈[0,T ]

∥∥∥ ∫ t

0

Φ(s) dWH(s)
∥∥∥p) 1

p

.X,p ‖Φ‖Lp(Ω;L2(0,T ;γ(H,X))).



Stochastic equations with boundary noise 7

In the setting of Proposition 2.3 we also have, for x∗ ∈ X∗,〈∫ T

0

Φ(s) dWH(s), x∗
〉

=
∫ T

0

Φ(s)∗x∗ dWH(s) a.s., (2.7)

cf. [22, Theorem 5.9].

3. The abstract stochastic evolution equation

Let H1 and H2 be separable Hilbert spaces, and let X and Y be Banach spaces.
On X we consider the stochastic evolution equation

dU(t) = (A(t)U(t) + F (t, U(t)) + ΛG(t)G(t, U(t))) dt

+B(t, U(t)) dWH1(t) + ΛC(t)C(t, U(t)) dWH2(t), t ∈ [0, T ],

U(0) = u0.

(SE)

Here (A(t))t∈[0,T ] is a family of closed operators on X satisfying (AT). The pro-
cesses WH1 and WH2 are independent cylindrical Brownian motions with respect
to (Ft)t∈[0,T ]. The initial value is a strongly F0-measurable mapping u0 : Ω→ X.
We assume that the mappings ΛG(t) : Y t → Xt

−θG and ΛC(t) : Y t → Xt
−θC are

linear and bounded, where the numbers θG, θC ∈ [0, 1] are specified below. In Sec-
tion 4, the operators ΛG(t) and ΛC(t) are used to treat inhomogeneous boundary
conditions. Concerning A(t), we make the following hypothesis.
(H1) Assume that (A(t))t∈[0,T ] and (A(t)∗)t∈[0,T ] satisfy (AT) and that there exists

an η0 ∈ (0, 1] and a family of Banach spaces (X̃η)η∈[0,η0] such that

X̃η0 ↪→ X̃η1 ↪→ X̃η2 ↪→ X̃0 = X for all η0 > η1 > η2 > 0,

and each X̃η is a UMD space with type 2. Moreover, it holds

[X,D(A(t))]η ↪→ X̃η for all η ∈ [0, η0],

where the embeddings are bounded uniformly in t ∈ [0, T ].
Assumption (H1) has been employed in [30] to deduce space time regularity results
for equations of the form (SE), where spaces such as X̃η have been used to get
rid of the time dependence of interpolation spaces; see also [20, (H2)]. We have
included an assumption on (A(t)∗)t∈[0,T ] for the treatment of variational solutions.
This could be done in a more general way as well, but for us the above setting
suffices. Assumption (H1) can be verified in many applications, see e.g. Section 4.

Let a ∈ [0, η0). The nonlinear terms F,G,B and C in (SE) map as follows:

F : [0, T ]× Ω× X̃a → X, G(t) : Ω× X̃a → Y t,

B(t) : Ω× X̃a → γ(H,Xt
−1), C(t) : Ω× X̃a → γ(H2, Y

t),
for each t ∈ [0, T ], where Y t are Banach spaces. We put G(t)(ω, x) = G(t, ω, x),
B(t)(ω, x) = B(t, ω, x) and C(t)(ω, x) = C(t, ω, x) for (t, ω, x) ∈ [0, T ] × Ω × X.
Assuming (H1) and a ∈ [0, η0), we state our main hypotheses on F,G,B and C.
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(H2) For all x ∈ X̃a, the map (t, ω) 7→ F (t, ω, x) is strongly measurable and
adapted. The function F has linear growth and is Lipschitz continuous in
space uniformly in [0, T ] × Ω; that is, there are constants LF and CF such
that for all t ∈ [0, T ], ω ∈ Ω and x, y ∈ X̃a we have

‖F (t, ω, x)− F (t, ω, y)‖X ≤ LF ‖x− y‖ eXa ,
‖F (t, ω, x)‖X ≤ CF (1 + ‖x‖ eXa).

(H3) For all x ∈ X̃a, the map (t, ω) 7→ (−Aw(t))−θGΛG(t)G(t, ω, x) ∈ X is strongly
measurable and adapted. The function (−Aw)−θGΛGG has linear growth and
is Lipschitz continuous in space uniformly in [0, T ]×Ω; i.e., there are constants
LG and CG such that for all t ∈ [0, T ], ω ∈ Ω and x, y ∈ X̃a we have

‖(−Aw(t))−θGΛG(t)(G(t, ω, x)−G(t, ω, y))‖X ≤ LG‖x− y‖ eXa ,
‖(−Aw(t))−θGΛG(t)G(t, ω, x)‖X ≤ CG(1 + ‖x‖ eXa).

(H4) Let θB ∈ [0, µ) satisfy a + θB < 1
2 . For all x ∈ X̃a, the map (t, ω) 7→

(−Aw(t))−θB(t, ω, x) ∈ γ(H1, X) is strongly measurable and adapted. The
function (−Aw)−θBB has linear growth and is Lipschitz continuous in space
uniformly in [0, T ]×Ω; that is, there are constants LB and CB such that for
all t ∈ [0, T ], ω ∈ Ω and x, y ∈ X̃a we have

‖(−Aw(t))−θB (B(t, ω, x)−B(t, ω, y))‖γ(H1,X) ≤ LB‖x− y‖ eXa ,
‖(−Aw(t))−θBB(t, ω, x)‖γ(H1,X) ≤ CB(1 + ‖x‖ eXa).

(H5) Let θC ∈ [0, µ) satisfy a + θC < 1
2 . For all x ∈ X̃a, the mapping (t, ω) 7→

(−Aw(t))−θCΛC(t)C(t, ω, x) ∈ γ(H2, X) is strongly measurable and adapted.
The function (−Aw)−θCΛCC has linear growth and is Lipschitz continuous
in space uniformly in [0, T ]×Ω; that is, there are constants LG and CG such
that for all t ∈ [0, T ], ω ∈ Ω and x, y ∈ X̃a we have

‖(−Aw(t))−θCΛC(t)(C(t, ω, x)− C(t, ω, y))‖γ(H2,X) ≤ LC‖x− y‖ eXa ,
‖(−Aw(t))−θCΛC(t)C(t, ω, x)‖γ(H2,X) ≤ CC(1 + ‖x‖ eXa).

We introduce our first solution concept.

Definition 3.1. Assume that (H1)–(H5) hold for some θG, θB , θC ≥ 0 and a ∈
[0, η0). Let r ∈ (2,∞) satisfy min{1 − θG, 1

2 − θB ,
1
2 − θC} >

1
r . We call an X̃a-

valued process (U(t))t∈[0,T ] a mild solution of (SE) if

(i) U : [0, T ] × Ω → X̃a is strongly measurable and adapted, and we have U ∈
Lr(0, T ; X̃a) almost surely,

(ii) for all t ∈ [0, T ], we have

U(t)=P (t, 0)u0+P∗F (·, U)(t)+P∗ΛGG(·, U)(t)+P�1B(·, U)(t)+P�2ΛCC(·, U)(t)

in X almost surely.
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Here we have used the abbreviations

P ∗ φ(t) =
∫ t

0

P (t, s)φ(s) ds, P �k Φ(t) =
∫ t

0

P (t, s)Φ(s) dWHk(s), k = 1, 2,

whenever the integrals are well-defined. Under our hypotheses both P ∗F (·, U)(t)
and P ∗ΛGG(·, U)(t) are in fact well-defined in X. Indeed, for the first one this is
clear from (H2). For the second one we may write

P (t, s)ΛG(s)G(s, U(s)) = P (t, s)(−Aw(s))θG(−Aw(s))−θGΛG(s)G(s, U(s))

It then follows from (2.4), Hölder’s inequality, and (H3) that∫ t

0

‖P (t, s)ΛG(s)G(s, U(s))‖X ds

.
∫ t

0

(t− s)−θG‖(−Aw(s))−θGΛG(s)G(s, U(s))‖X ds

. 1 + ‖U‖Lr(0,T ; eXa),

using that 1 − θG > 1
r . Similarly one can show that P �1 B(·, U)(t) and P �2

ΛCC(·, U)(t) are well-defined in X, taking into account Proposition 2.3: Estimate
(2.4), Hölder’s inequality and (H4) imply that∫ t

0

‖P (t, s)B(s, U(s))‖2γ(H1,X) ds

.
∫ t

0

(t− s)−2θB‖(−Aw(s))−θBB(s, U(s))‖2γ(H1,X) ds

. 1 + ‖U‖2
Lr(0,T ; eXa)

since 1
2 − θB > 1

r . In the same way it can be proved that the integral with respect
to WH2 is well-defined.

We also recall the definition of a variational solution from [30]. To that pur-
pose, for t ∈ [0, T ], we set

Γt =
{
ϕ ∈ C1([0, t];X∗) : ϕ(s) ∈ D(A(s)∗) for all s ∈ [0, t]

and [s 7→ A(s)∗ϕ(s)] ∈ C([0, t];X∗)
}
.

(3.1)

Definition 3.2. Assume that (H1)–(H5) hold with a ∈ [0, η0). An X̃a-valued process
(U(t))t∈[0,T ] is called a variational solution of (SE) if

(i) U belongs to L2(0, T ; X̃a) a.s. and U is strongly measurable and adapted,
(ii) for all t ∈ [0, T ] and all ϕ ∈ Γt, almost surely we have

〈U(t), ϕ(t)〉 − 〈u0, ϕ(0)〉 =
∫ t

0

[〈U(s), ϕ′(s)〉+ 〈U(s), A(s)∗ϕ(s)〉 (3.2)

+ 〈F (s, U(s)), ϕ(s)〉+ 〈ΛG(s)G(s, U(s)), ϕ(s)〉] ds

+
∫ t

0

B(s, U(s))∗ϕ(s) dWH1(s)
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+
∫ t

0

(ΛC(s)C(s, U(s)))∗ϕ(s) dWH2(s).

The integrand B(s, U(s))∗ϕ(s) in (3.2) should be read as

((−Aw(s))−θBB(s, U(s)))∗(−Aw(s)∗)θBϕ(s).

It follows from (H4) that the function s 7→ ((−Aw(s))−θBB(s, U(s)))∗ is X∗-
strongly measurable. Moreover, the map

s 7→ (−Aw(s)∗)θBϕ(s) = (−Aw(s)∗)−1+θB (−Aw(s)∗)ϕ(s)

belongs to C([0, t];X∗) by the Hölder continuity of s 7→ (−Aw(s))−1+θB (cf. [26,
(2.10) and (2.11)]) and the assumption on ϕ. Using (H4), we thus obtain that the
integrand is contained in L2(0, T ;H1) a.s.. As a result, the first stochastic integral
in (3.2) is well-defined. The other integrands have to be interpreted similarly.

The next result shows that both solution concepts are equivalent in our set-
ting. It follows from Proposition 5.4 and Remark 5.3 in [30] in the same way as
Theorem 3.4 below. (Remark 5.3 can be used since X is reflexive as a UMD space.)

Proposition 3.3. Assume that (H1)–(H5) hold for some θG, θB , θC ≥ 0 and a ∈
[0, η0). Let r ∈ (2,∞) satisfy max{θC , θB} < 1

2 −
1
r and θG < 1 − 1

r . Let U :
[0, T ]×Ω→ X̃a be a strongly measurable and adapted process such that U belongs
to Lr(0, T ; X̃a) a.s.. Then U is a mild solution of (SE) if and only if U is a
variational solution of (SE).

We can now state the main existence and regularity result for (SE).

Theorem 3.4. Assume that (H1)–(H5) hold for some θG, θB , θC ≥ 0 and a ∈ [0, η0).
Let u0 : Ω→ X̃0

a be strongly F0 measurable. Then the following assertions hold.

(1) There is a unique mild solution U of (SE) with paths in C([0, T ]; X̃a) a.s..
(2) For every δ, λ > 0 with

δ + a+ λ < min{1− θG, 1
2 − θB ,

1
2 − θC , η0}

there exists a version of U such that U − P (·, 0)u0 in Cλ([0, T ]; X̃δ+a) a.s..
(3) If δ, λ > 0 are as in (2) and if u0 ∈ X̃a+δ+λ a.s., then U has a version with

paths in Cλ([0, T ]; X̃δ+a) a.s..

Proof. Assertions (1) and (2) can be reduced to the case{
dU(t) = (A(t)U(t) + F̃ (t, U(t)) + B̃(t, U(t)) dWH(t), t ∈ [0, T ],

U(0) = u0.

taking F̃ = F + ΛGG and B̃ = (B,ΛCC) and H = H1 × H2. The theorem now
follows from [30, Theorem 6.3]. In view of (2), for assertion (3) we only have to
show that P (·, 0)u0 has the required regularity, which is proved in [30, Lemma
2.3]. We note that, in order to apply the above results from [30] here, one has to
replace in [30] the real interpolation spaces of type (η, 2) by complex interpolation
spaces of exponent η. This can be done using the arguments given in [30]. �
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4. Boundary noise

Let S ⊆ Rd be a bounded domain with C2-boundary and outer unit normal vector
of n(s). On S we consider the stochastic equation with boundary noise

∂u

∂t
(t, s) = A(t, s,D)u(t, s) + f(t, s, u(t, s)) (4.1)

+ b(t, s, u(t, s))
∂w1

∂t
(t, s), s ∈ S, t ∈ (0, T ],

B(t, s,D)u(t, s) = G(t, u(t, ·))(s) + C̃(t, u(t, ·))(s)∂w2

∂t
(t, s) , s ∈ ∂S, t ∈ (0, T ],

u(0, s) = u0(s), s ∈ S.

Here wk are Brownian motions as specified below, and we use the differential
operators

A(t, s,D) =
d∑

i,j=1

Di

(
aij(t, s)Dj

)
+ a0(t, s), B(t, s,D) =

d∑
i,j=1

aij(t, s)ni(s)Dj .

For simplicity we only consider the case of a scalar equation, but systems could
be treated in the same way, cf. e.g. [5, 16].
(A1) We assume that the coefficients of A and B are real and satisfy

aij ∈ Cµ([0, T ];C(S)), aij(t, ·) ∈ C1(S), Dkaij ∈ C([0, T ]× S),

a0 ∈ Cµ([0, T ], Ld(S)) ∩ C([0, T ];C(S))

for a constant µ ∈ ( 1
2 , 1] and all i, j, k = 1, . . . , d and t ∈ [0, T ]. Further, let

(aij) be symmetric and assume that there is a κ > 0 such that
d∑

i,j=1

aij(t, s)ξiξj ≥ κ|ξ|2 for all s ∈ S, t ∈ [0, T ], ξ ∈ Rd. (4.2)

In the following we reformulate the problem (4.1) as (SE) thereby giving (4.1)
a precise sense. Set X = Lp(S) for some p ∈ (1,∞). Let α ∈ [0, 2] satisfy α− 1

p 6= 1.
We introduce the space

Hα,p
B(t)(S) =

{{
f ∈ Hα,p(S) : B(t, ·, D)f = 0

}
, α− 1

p > 1,
Hα,p(S), α− 1

p < 1,

where Hα,p(S) denotes the usual Bessel-potential space (see [29]). We also set

X̃η = H2η,p(S) for all η ≥ 0.

We further define A(t) : D(A(t))→ X by A(t)x = A(t, ·, D)x and

D(A(t)) = {x ∈ H2,p(S) : B(t, ·, D)x = 0} = H2,p
B(t)(S).

Lemma 4.1. Let X = Lp(S) and p ∈ (1,∞). Assume that (A1) is satisfied. The
following assertions hold.
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(1) The operators A(t), t ∈ [0, T ], satisfy (AT) and the graph norms of A(t) are
uniformly equivalent with ‖ · ‖H2,p(S). In particular, (A(t))t∈[0,T ] generates a
unique strongly continuous evolution family (P (t, s))0≤s≤t≤T on X.

(2) We have Xt
θ = H2θ,p

B(t)(S) for all θ ∈ (0, 1) with 2θ − 1
p 6= 1, as well as

Xt
η = X̃η = H2η,p(S) for all η ∈ [0, 1

2 + 1
2p ), in the sense of isomorphic

Banach spaces. The norms of these isomorphisms are bounded uniformly for
t ∈ [0, T ].

(3) Let p ∈ [2,∞). Then condition (H1) holds with η0 = 1/2.

Proof. (1): See [1] and [31]. Note that A(t)∗ on Lp
′
(S) = X∗ is given by A∗(t)ϕ =

A(t, ·, D)ϕ with D(A(t)∗) = H2,p′

B(t)(S), and thus also (A(t)∗)0≤t≤T satisfies (AT).
(2): Let θ ∈ (0, 1) and p ∈ (1,∞) satisfy 2θ − 1

p 6= 1. Then Theorem 5.2 and
Remark 5.3(c) in [5] show that

Xt
θ = [Lp(S), D(A(t))]θ = [Lp(S), H2,p

B(t)(S)]θ = H2θ,p
B(t)(S) (4.3)

isomorphically, see also [27, Theorem 4.1] and [29, Theorem 1.15.3]. Inspecting the
proofs given in [27] one sees that the isomorphisms in (4.3) are bounded uniformly
in t ∈ [0, T ]. Similarly, if 2θ − 1

p < 1, then Xt
θ = H2θ,p

B(t)(S) = H2θ,p(S) = X̃θ.

(3): This is clear from (1), (2) and the definitions. Note that the spaces X̃t
η

are UMD spaces with type 2 because they are isomorphic to closed subspaces of
Lp-spaces with p ∈ [2,∞). �

Remark 4.2. Let the constant w ≥ 0 be given by (AT). In problem (4.1) we replace
A and f by A − w and f + w, respectively, without changing the notation. This
modification does not affect the assumptions (A1) and (A2), and from now we can
thus take w = 0 in (AT).

Next, we apply Theorem 9.2 and Remark 9.3(e) of [5] in order to construct
the operators ΛC(t) and ΛD(t). In [5] it is assumed that ∂S ∈ C∞. However, the
results from [5] used below remain valid under our assumption that ∂S ∈ C2, due
to Remark 7.3 of [5] combined with Theorem 2.3 of [15].

Let t ∈ [0, T ]. In view of our main Theorem 4.3 we consider only p ≥ 2 and
α ∈ (1, 1 + 1

p ) though some of the results stated below can be generalized to other
exponents. Let

Y = ∂Wα,p(S) := Wα−1−1/p,p(∂S)
be the Slobodeckii space of negative order on the boundary which is defined via
duality e.g. in (5.16) of [5]. Let y ∈ Y . Theorem 9.2 and Remark 9.3(e) of [5] give
a unique weak solution x ∈ Hα,p(S) of the elliptic problem

A(t, ·, D)x = 0 on S,

B(t, ·, D)x = y on ∂S.

(Weak solutions are defined by means of test functions v ∈ H2−α,p′(S), see [5,
(9.4)].) We set N(t)y := x. Formula (9.15) of [5] implies that the ‘Neumann
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map’ N(t) belongs B(∂Wα,p(S), Hα,p(S)) and that the map N(·) : [0, T ] →
B(∂Wα,p(S), Hα,p(S)) is continuous.

Concerning the other terms in the first line of (4.1) and the noise terms, we
make the following hypotheses.
(A2) The functions f, b : [0, T ]× Ω× S × R → R are jointly measurable, adapted

to (Ft)t≥0, and Lipschitz functions and of linear growth in the third variable,
uniformly in the other variables.

(A3) For k = 1, 2, the process wk can be written in the form ikWHk , where i1 ∈
γ(H1, L

r(S)) for some r ∈ [1,∞) and i2 ∈ γ(H2, L
s(∂S)) for some s ∈ [1,∞),

and WH1 and WH2 are independent Hk–cylindrical Brownian motions with
respect to (Ft)t≥0.
Supposing that (A2) holds, we define F : [0, T ] × Ω × X → X by setting

F (t, ω, x)(s) = f(t, ω, s, x(s)). Then F satisfies (H2). We further define the func-
tion B(t, ω, x)h on S for (t, ω, x) ∈ [0, T ]× Ω×X and h ∈ H1 by means of

B(t, ω, x)h = b(t, ω, ·, x(·)) i1h (4.4)

In Examples 4.7 and 4.8 we give conditions on w1 and θB such that (−A)−θBB
maps [0, T ]× Ω×X into γ(H1, X) and (H4) holds.

Assumption (A3) has to be interpreted in the sense that

wk(t, s) =
∑
n≥1

(ikhkn)(s)WHk(t)hkn, t ∈ R+, s ∈ S, k = 1, 2,

where (hkn)n≥1 is an orthonormal basis for Hk, and the sum converges in Lr(S)
if k = 1 and in Ls(∂S) if k = 2. We note that then (wk(t, ·))t≥0 is a Brownian
motion with values in Lr(S) and Ls(∂S), respectively. Conversely, if (wk(t, ·))t≥0,
k = 1, 2, are independent Brownian motions with values in Lr(S) and Ls(∂S),
then we can always construct ik and WHk as above, cf. Example 4.6 below.

We recall that Hα,p(S) = Xt
α
2

for t ∈ [0, T ] and α ∈ (1, 1 + 1
p ) by

Lemma 4.1(2). Moreover, the operator A(t) has bounded imaginary powers in
X (uniformly in t ∈ [0, T ]), see e.g. Example 4.7.3(d) and Section 4.7 in [6]. It
then follows that

Hα,p(S) = Xt
α
2

= D((−A(t))
α
2 ) (4.5)

with uniformly equivalent norms for t ∈ [0, T ], see e.g. [29, Theorem 1.15.3]. There-
fore, the extrapolated operator A−1(t) maps Hα,p(S) into Xt

α
2−1, and hence

Λ(t) = ΛG(t) = ΛC(t) := −A−1(t)N(t) ∈ B(Y,Xt
α
2−1)

with uniformly bounded norms for t ∈ [0, T ]. Let θ ∈ [1 − α
2 , 1]. As above, we

further obtain Xt
α
2−1+θ = Hα−2+2θ,p(S) ↪→ X, so that

(−A(t))−θΛ(t) ∈ B(Y,Hα−2+2θ,p(S)) (4.6)

with uniformly bounded norms for t ∈ [0, T ].
In order to relate the boundary noise term in (4.1) with (SE), we set

(C(t, ω, x)h)(s) = C̃(t, ω, x)(s)(i2h)(s)
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for h ∈ H2. We aim at the mapping property C(t, ω, x) : H2 → Y = ∂Wα,p(S)
since it will enable us to verify the hypothesis (H5). In fact, if C(t, ω, x) ∈ B(H2, Y )
then (−A(t))−θΛ(t)C(t, ω, x) maps H2 continuously into Hα−2+2θ,p(S) ↪→ X if
θ ∈ [1 − α

2 , 1]. In Examples 4.4 and 4.6 we give conditions on C̃ and i2 implying
(H5) for C. The deterministic boundary term G can be treated in a similar way.

We want to present a variational formulation of (4.1), starting with an infor-
mal discussion. Let ϕ ∈ Γt, where Γt is given by (3.1). Then ϕ(r) ∈ D(A(r)∗) =
W 2,p′

B(r)(S). Formally, multiplying (4.1) by ϕ, integrating over [0, t]× S, integrating
by parts and interchanging the order of integration, we obtain that, almost surely,∫
S

[u(t, s)ϕ(t)(s)− u0(s)ϕ(0)(s)] ds =
∫ t

0

∫
S

u(r, s)[A(r, ·, D)ϕ(r) + ϕ′(r)](s) ds dr

+
∫ t

0

∫
S

f(r, s, u(r, s))ϕ(r)(s) ds dr (4.7)

+
∫
S

∫ t

0

b(r, s, u(r, s))ϕ(r)(s) dw1(r, s) ds+ T1.

In the boundary term T1 the part with ∇ϕ(r) disappears since ϕ(r) ∈ D(A(r)∗),
and the other term is given by

T1 =
∫
∂S

∫ t

0

B(r, ·, D)u(r, ·)tr(ϕ(r)) dr dσ

=
∫
∂S

∫ t

0

G(r, u(r, ·))tr(ϕ(r)) dr dσ +
∫
∂S

∫ t

0

C̃(r, u(r, ·))tr(ϕ(r))dw2(r, ·) dσ

where tr denotes the trace operator on W 2,p′

B(r)(S).
We now start from the equation (4.7) and rewrite it using (2.7) and the

notation introduced above. Setting u(t, s) =: U(t)(s), equality (4.7) becomes

〈U(t), ϕ(t)〉 − 〈u0, ϕ(0)〉 =
∫ t

0

〈U(r), (A(r, ·, D)ϕ(r) + ϕ′(r)〉 dr + T1 (4.8)

+
∫ t

0

〈F (r, U(r)), ϕ(r)〉 dr +
∫ t

0

B(r, U(r))∗ϕ(r) dWH1(r),

and the boundary term yields

T1 =
∫ t

0

〈G(r, U(r)), tr(ϕ(r))〉 dr +
∫ t

0

C(r, U(r))∗tr(ϕ(r)) dWH2(r).

Here the brackets denote the duality pairing on Lp(S) and Lp(∂S), respectively.
We claim that for all x ∈W 2,p′

B(t)(S) it holds

tr(x) = Λ(t)∗x = (−A−1(t)N(t))∗x.

Indeed, let α ∈ (1, 1 + 1
p ), x ∈W 2,p′

B(t)(S) = D(A∗(t)) and y ∈ Y = ∂Wα,p(S). Then
we have N(t)y ∈ Hα,p(S) and a(t)∇x · n = 0 on ∂S. Observe that Λ(t)∗ maps
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D(A(t)∗) into Y ∗. Integrating by parts and using formula (9.4) of [5], we obtain

〈y,Λ(t)∗x〉Y = 〈Λ(t)y, x〉Xt−1
= −〈N(t)y,A(t)∗x〉X

= −
∫
S

N(t)y[∇ · (a(t)∇x) + a0(t)x] ds

= 0 +
∫
S

[(a(t)∇N(t)y) · ∇x+ a0(t)(N(t)y)x] ds = 〈y, tr(x)〉Y ,

which proves the claim. Therefore, T1 becomes

T1 =
∫ t

0

〈Λ(t)G(r, U(r)), ϕ(r)〉 dr +
∫ t

0

(Λ(t)C(r, U(r)))∗ϕ(r) dWH2(r).

Combining this expression with (4.8) we arrive at the definition of a variational
solution to the stochastic evolution equation (4.1), as introduced in Definition
3.2. The above calculations thus motivate the following definitions. We say u is a
variational (resp. mild) solution to (4.1) if U(t)(s) = u(t, s) is a variational (resp.
mild) solution to (SE) with the above definitions of A(t), F , ΛG, G, B, ΛC , C and
WHk . We can now state out main result.

Theorem 4.3. Let p ∈ [2,∞), X = Lp(S), α ∈ (1, 1 + 1
p ), θB ∈ [0, 1

2 ), θC ∈
(1− α

2 ,
1
2 ) and θG ∈ (1− α

2 , 1). Assume that (A1)–(A3) and (H3)–(H5) hold, where
C,G,B,ΛC and ΛG are defined above. Let u0 : Ω→ X be strongly F0-measurable.
Then the following assertions are true.

(1) There exists a unique variational and mild solution u of (4.1) with paths in
C([0, T ];X) a.s..

(2) For every δ, λ > 0 with δ + λ < min{1 − θG, 1
2 − θB ,

1
2 − θC} there exists a

version of u such that u− P (·, 0)u0 in Cλ([0, T ]; X̃δ) a.s..
(3) If δ, λ > 0 are as in (2) and if u0 ∈ X̃δ+λ a.s., then u has a version with

paths in Cλ([0, T ]; X̃δ).

Note that we need 1
2 − θC < α

2 −
1
2 < 1

2p . Thus, if 1
2 − θB ≥

1
2p , 1 − θG ≥

1
2p and the other assumptions in Theorem 4.3 hold, then we can take λ, δ ≥ 0

with δ + λ < 1
2p and deduce that u − P (·, 0)u0 belongs to Cλ([0, T ]; X̃δ) a.s..

If we also have u0 ∈ H
1
p ,p(S), then we obtain a solution u of (4.1) with paths

in C([0, T ];H2δ,p(S)) for all δ < 1
2p . In this case Sobolev’s embedding (see [29,

Theorem 4.6.1]) implies that

u ∈ C([0, T ];Lq(S)) for all
{
q < dp

d−1 if d ≥ 2,
q <∞, if d = 1.

Proof of Theorem 4.3. The existence and uniqueness of a mild solution with the
asserted regularity follows from Theorem 3.4 and the above observations. The
equivalence with the variational solution is a consequence of Proposition 3.3. �
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We now discuss several examples under which (H4) and (H5) hold. The hy-
pothesis (H3) can be treated in the same way. We start with some observations
concerning Gaussian random variables ξ with values in a Banach space Z, see e.g.
[7], [9] and the references therein. The covariance Q ∈ B(Z∗, Z) of ξ is given by
Qx∗ = E(〈ξ, x∗〉ξ) for x∗ ∈ Z∗. One introduces an inner product [·, ·] on the range
of Q by setting

[Qx∗, Qy∗] := 〈Qx∗, y∗〉 = E(〈ξ, x∗〉 〈ξ, y∗〉) (4.9)

for x∗, y∗ ∈ Z∗, and we define ‖Qx∗‖2H = [Qx∗, Qx∗]. The reproducing kernel
Hilbert space H of ξ is the completion of QZ∗ with respect to ‖ · ‖H . Then the
identity on QZ∗ can be extended to a continuous embedding i : H ↪→ E, and
it holds Q = ii∗. On the other hand, the random variables wk(t, ·) in (A3) are
Gaussian with covariance Qk = t iki

∗
k for all t ≥ 0 and k = 1, 2.

Example 4.4. Let (A3) hold with H2 = L2(∂S). Assume that covariance operator
Q2 ∈ B(L2(∂S)) of w2 is compact. Then there exist numbers (λn)n≥1 in R+ and
an orthonormal system (en)n≥1 in L2(∂S) such that

Q2 =
∑
n≥1

λnen ⊗ en

Assume that ∑
n≥1

λn‖en‖2∞ <∞.

We observe that the operator i2 is given by i2 =
∑
n≥1

√
λnen⊗ en and belongs to

B(L2(∂S), L∞(∂S)). Let p ∈ [2,∞). Assume that C̃ : [0, T ]×Ω×Lp(S)→ Lp(∂S)
is strongly measurable and adapted, as well as Lipschitz and of linear growth in
the third variable uniformly in [0, T ]×Ω. Then (H5) holds for C = C̃i2 with a = 0
and every θC ∈ (1− α

2 ,
1
2 ), where α ∈ (1, 1 + 1

p ).

Proof. Lemma 2.2 implies that i2 ∈ γ(H2, L
p(∂S)). Fix t ∈ [0, T ], ω ∈ Ω and

x, y ∈ X = Lp(S). Denote K = ‖i2‖B(H2,L∞(∂S)). The embedding Lp(∂S) ↪→ Y =
∂Wα,p(S) and (2.5) yield

‖C(t, ω, x)− C(t, ω, y)‖γ(H2,Y ) .p,α ‖C(t, ω, x)− C(t, ω, y)‖γ(H2,Lp(∂S)). (4.10)

Furthermore, for h ∈ H2 and s ∈ S we have

|((C(t, ω, x)− C(t, ω, y))h)(s)| = |C̃(t, ω, x)(s)− C̃(t, ω, y)(s)| |i2h(s)|

≤ K|C̃(t, ω, x)(s)− C̃(t, ω, y)(s)| ‖h‖H2 . (4.11)

Lemma 2.2 and the assumptions of the example then imply that

‖C(t, ω, x)− C(t, ω, y)‖γ(H2,Lp(∂S)) .p K‖C̃(t, ω, x)− C̃(t, ω, y)‖Lp(∂S)

≤ KLC̃‖x− y‖Lp(S).

Using (4.6), we can now deduce the first part of (H5). The second part is shown
in a similar way. �
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Remark 4.5. Note that in Example 4.4 the noise could be a bit more irregular since
in (4.10) one can still regain some integrability by choosing α and θC appropriately.

Example 4.6. Let q ∈ (p,∞] and s ∈ [p,∞) satisfy 1
p = 1

q + 1
s . We assume that w2

is an Ls(∂S)–valued Brownian motion. Let H2 be the reproducing kernel Hilbert
space of the Gaussian random variable w2(1) = w2(1, ·) with covariance Q and i2
be the embedding of H2 into Ls(∂S). Then we have i2 ∈ γ(H2, L

s(∂S)) (cf. [7],
[9] and the references therein for details). It is easy to check that t−1/2w2(t) also
has the covariance Q for t > 0. Due to Proposition 2.6.1 in [18] we thus obtain

t−1/2w2(t) =
∑
n≥1

〈t−1/2w2(t), x∗n〉Qx∗n

in X a.s. for every orthonormal basis (Qx∗n)n≥1 of H2. Therefore

w2(t) =
∑
n≥1

〈w2(t), x∗n〉Qx∗n

converges in X a.s.. We now define WH2(t) : QLs
′
(∂S)→ L2(Ω) by setting

WH2(t)Qx∗ =
∑
n≥1

〈w2(t), x∗n〉〈Qx∗n, x∗〉 = 〈w2(t), x∗〉

for each x∗ ∈ Ls′(∂S) and t ≥ 0. Then we deduce ‖WH2(t)Qx∗‖22 = 〈Qx∗, x∗〉 =
‖Qx∗‖2H2

from (4.9), and thus WH2 extends to a bounded operator from H2 into
L2(Ω). It is easy to check that WH2 is the required cylindrical Brownian motion
with w2 = i2WH2 ; i.e., (A3) holds for k = 2. Assume that C̃ : [0, T ] × Ω ×X :→
Lq(∂S) is strongly measurable and adapted, as well as Lipschitz and of linear
growth in the third variable uniformly in [0, T ]×Ω. Then (H5) holds for C = C̃i2,
where we take a = 0, θC ∈ (1− α

2 ,
1
2 ) and α ∈ (1, 1 + 1

p ).

Proof. Fix t ∈ [0, T ], ω ∈ Ω and x, y ∈ X = Lp(S). We argue as in the previ-
ous example, but in (4.11) we consider C̃(t, ω, x)− C̃(t, ω, y) as an multiplication
operator from Ls(∂S) to Lp(∂S). Using Hölder’s inequality and (2.5), we thus
obtain

‖C(t, ω, x)− C(t, ω, y)‖γ(H2,Y ) .p,α ‖C(t, ω, x)− C(t, ω, y)‖γ(H2,Lp(∂S))

≤ ‖C̃(t, ω, x)− C̃(t, ω, y)‖Lq(∂S)‖i2‖γ(H2,Ls(∂S))

≤ LC̃‖x− y‖Lp(∂S)‖i2‖γ(H2,Ls(∂S)).

The first part of (H5) now follows in view of (4.6). The second part can be proved
in the same way. �

We now come to condition (H4).

Example 4.7. Assume that (A1)–(A3) hold with r ∈ (d,∞). Then (H4) is satisfied
for all θB ∈ ( d2r ,

1
2 ).
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Proof. Let 1
q = 1

p + 1
r and θB ∈ ( d2r ,

1
2 ). As in Example 5.5 of [25] one can show

Lq(S) ↪→ Xt
−θB , (4.12)

where the embedding is uniformly bounded for t ∈ [0, T ]. Fix t ∈ [0, T ], ω ∈ Ω and
x, y ∈ X = Lp(S). Arguing as in the previous example, by means of (4.12), (4.4),
Hölder’s inequality, (A2) and (2.5) we can estimate

‖(−A(t))−θB (B(t, ω, x)−B(t, ω, y))‖γ(H1,X)

.θB ,p,r,n ‖B(t, ω, x)−B(t, ω, y)‖γ(H1,Lq(S)))

≤ ‖b(t, ω, x)− b(t, ω, y)‖Lp(S)‖i1‖γ(H2,Lr(S))

≤ Lb‖x− y‖Lp(S)‖i1‖γ(H2,Lr(S)).

This proves the first part of (H4). The second part is obtained in a similar way. �

Finally, we consider the white noise situation in the case d = 1.

Example 4.8. Let d = 1 and p > 2 and assume that (A1)–(A3) hold with i1 = I.
Then (H4) is satisfied for all θB ∈ ( 1

2p + 1
4 ,

1
2 ).

Proof. Let 1
q = 1

p + 1
2 and θB ∈ ( 1

2p + 1
4 ,

1
2 ). Fix t ∈ [0, T ], ω ∈ Ω and x, y ∈ X =

Lp(S). Observe that (−A(t))−θB can be extended to Lq(S) where it coincides with
the fractional power of the corresponding realization Aq(t) of A(t, ·, D) on Lq(S)
with the boundary condition B(t, ·, D)v = 0. We further obtain

D((−Aq(t))θB ) ↪→ (Lq(S), H2,q(S))θB ,∞ ↪→ [Lq(S), H2,q(S)]ϑ = H2ϑ,q(S).

for ϑ ∈ ( 1
2p + 1

4 , θB) with uniform embedding constants, see Sections 1.10.3 and
1.15.2 of [29] and (4.3). Sobolev’s embedding then yields that D((−Aq(t))θB ) ↪→
C(S). Using also Hölder’s inequality, we thus obtain

|[((−A(t))−θB(B(t, ω, x)−B(t, ω, y))h)](s)| .θB ,p ‖(B(t, ω, x)−B(t, ω, y))h‖Lq(S)

≤ ‖b(t, ω, x)− b(t, ω, y)‖Lp(S)‖h‖L2(S)

≤ Lb‖x− y‖Lp(S)‖h‖L2(S)

for all s ∈ S. Now we can apply Lemma 2.2 to obtain that

‖(−A(t))−θB (B(t, ω, x)−B(t, ω, y))‖γ(H1,X) .θB ,p,n Lb‖x− y‖Lp(S).

The other condition (H4) can be verified in the same way. �

In the next remark we explain why one cannot consider Dirichlet boundary
conditions with the above methods. This problem was not stated clearly in [21]. In
the one dimensional case with S = R+, a version of (4.1) with Dirichlet boundary
conditions has been treated in [4] using completely other methods and working on
a weighted Lp space on R+.
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Remark 4.9. Since we are looking for a solution in X = Lp(S), we have to require
that α− 2 + 2θC ≥ 0, see (4.6). The restriction θC < 1

2 in Theorem 3.4 then leads
to 1 − α

2 ≤ θC < 1
2 , so that α > 1. On the other hand, in the case of Dirichlet

boundary conditions one has ∂Wα,p(S) = Wα− 1
p ,p(∂S) and the Neumann map

N(t) has to be replaced by the Dirichlet map D(t) ∈ B(∂Wα,p(S),Wα,p(S)),
where D(t)y := x ∈Wα,p(S) is the solution of the elliptic problem

A(t, ·, D)x = 0 on S,

x = y on ∂S

for a given y ∈ ∂Wα,p(S). To achieve that ΛC(t) := −A−1(t)D(t) maps into Xt
−θC ,

we need that Hα,p(S) = Hα,p
B(t)(S), and hence α− 1

p < 0 in the Dirichlet case; which
contradicts α > 1 and p ≥ 1 .
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